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PREFACE

Complementary metal oxide semiconductor (CMOS) digital integrated circuits are the
enabling technology for the modern information age. Because of their intrinsic features
in low-power consumption, large noise margins, and ease of design, CMOS integrated
circuits have been widely used to develop random access memory (RAM) chips,
microprocessor chips, digital signal processor (DSP) chips, and application- specific
integrated circuit (ASIC) chips. The popular use of CMOS circuits will grow with the
increasing demands for low-power, low-noise integrated electronic systems in the
development of portable computers, personal digital assistants (PDAs) portable phones,
and multimedia agents.

Since the field of CMOS 1ntegrated circuits alone is very broad, it is conventionally
divided into digital CMOS circuits and analog CMOS circuits. This book is focused on
the CMOS digital integrated circuits. At the University of Illinois at Urbana-Champaign, °
we have tried some of the available textbooks on di gital MOS integrated circuits for our
senior-level technical elective course, ECE382 - Large Scale Integrated Circuit Design.
Students and instructors alike realized, however, thatthere was a need for anew book with
more comprehensive treatment of CMOS digital circuits. Thus, our textbook project was
initiated several years ago by assembling our own lecture notes. Since 1993, wehave used
evolving versions of this material at the University of Illinois at Urbana-Champaign, at
Istanbul Technical University and at the Swiss Federal Institute of ‘Technology in
‘Lausanne. Both authors were very much encouraged by comments from their students,
colleagues, and reviewers. The first edition of CMOS Digital Integrated, Circuits:
Analysis and Design was published in late 1995.
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Soon after publishing the first edition, we saw the need for updating the it to reflect
many constructive comments from instructors and students who used the textbook, to
include the topic of low-power circuit design and provide more rigorous treatment of
interconnects in high-speed circuit design as well as the deep submicron circuit design
issues. We also felt that in a very rapidly developing field such as CMOS digital circuits,
the quality of a textbook can only be preserved by timely updates reflecting the current
state-of-the-art. This realization has led us to embark on the extensive project of revising
our work, to reflect recent advances in technology and in circuit design practices.

This book, CMOS Digital Integrated Circuits: Analysis and Design, is primarily
intended as a comprehensive textbook at the senior level and first-year graduate level, as
well as areference for practicing engineers inthe areas of integrated circuit design, digital
design, and VLSI. Recognizing that the area of digital integrated circuit design is
evolving at an increasingly faster pace, we have made évery possible effort to present up-
to-date materials on all subjects covered. This book contains sixteen chapters; and we
recognize that it would not be possible to cover rigorously all of this material in one
semester. Thus, we would propose the following based on our teaching experience: At
the undergraduate level, coverage of the first ten chapters would constitute sufficient
material for a one-semester course on CMOS digital integrated circuits. Time permitting,
some selected topics in Chapter 11, Low-Power CMOS Logic Circuits, Chapter 12,
BiCMOS Logic Circuits and Chapter 13, Chip Input and Output (1/0) Circuits can also
be covered. Alternatively, this book can be used for a two-semester course, allowing a
more detailed treatment of advanced issues, which are presented in the later chapters. At
the graduate level, selected topics from the first eleven chapters plus the last five chapters
can be covered in one semester. \

The first eight chapters of this book are devoted to a detailed treatment of the MOS
transistor with all its relevant aspects; to the static and dynamic operation principles,
analysis and design of basic inverter circuits; and to the structure and operation of
combinational and sequential logic gates. The issues of on-chip interconnect modeling

" and interconnect delay calculation are covered extensively in Chapter 6. Indeed, Chapter
* 6 has been significantly extended to provide a more complete view of switching

characteristics in digital integrated circuits. The coverage of technology-related issues
has been complemented with the addition of several color plates and graphics, which we
hope will also enhance the educational value of the text. A separate chapter (Chapter 9)
has been reserved for the treatment of dynamic logic circuits which are used in state-of-
the-art VLSI chips. Chapter 10 offers an in-depth presentation of semiconductor memory
circuits. ,
Recognizing the increasing importance of low-power circuit design, we decided to

- add a new chapter (Chapter 11) on low-power CMOS logic circuits. This new chapter

provides a comprehensive coverage of methodologies and design practices that are used
toreduce the power dissipation of large-scale digital integrated circuits. BiCMOS digital
circuit design is examined in Chapter 12, with a thorough coverage of bipolar transistor
basics. Considering the on-going use of bipolar circuits and BiCMOS circuits, we believe
that at least one chapter should be allocated to cover the basics of bipolar transistors. Next,
Chapter 13 provides a clear insight into the important subject of chip I/O design. Critical
issues such as ESD protection, clock distribution, clock buffering, and latch-up phenom-
enon are discussed in detail. Design methodologies and tools for very large scale
integration (VLSI) are presented in Chapter 14. Finally, the more advanced but very



important topics of design for manufacturability and design for testability are covered in
Chapters 15 and 16, respectively.

The authors have long debated the coverage of nMOS circuits in this book. We have
finally concluded that some coverage should be provided for. pedagogical reasons.
* Studying nMOS circuits will better prepare readers for analysis of other field effect
transistor (FET) circuits such as GaAs circuits, the topology of which is quite similar to
that of depletion-load nMOS circuits. Thus, to emphasize the load concept, which is still

widely used in many areas in digital circuit design, we present basic depletion-load -

nMOS circuits along with their CMOS counterparts in several places throughout the
book.

Although an immense amount of effort and attention to detail were expended to
prepare the camera-ready manuscript, this book may still have some flaws and mistakes
due to erring human nature. The authors would welcome and greatly appreciate sugges-
tions and corrections from the readers, for the improvement of the technical content as
well as the presentation style.
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CHAPTER 1

INTRODUCTION

1.1. Historical Perspective

The electronics industry has achieved a phenomenal growth over the last few decades,
mainly due to the rapid advances in integration technologies and large-scale systems
design. The use of integrated circuits in high-performance computing, telecommunica-
tions, and consumer electronics has béen growing at a very fast pace. Typically, the
required computational and information processing power of these applications is the
driving force for the fast development of this field. Figure 1.1 gives an overview of the
prominent trends in information technologies over the next decade. The current leading-
edge technologies (such as low bit-rate video and cellular communications) already
provide the end-users a certain amount of processing power and portability. This trend
is expected to continue, with very important implications for VLSI and systems design.
One of the most important characteristics of information services is their increasing need
for very high processing power and bandwidth (in order to handle real-time video, for
example). The other important characteristic is that the information services tend to
- become more personalized, which means that the information processing devices must
be more intelligent and also be portable to allow more mobility. This trend towards
portable, distributed system architectures is one of the main driving forces for system
integration, even though it does not preclude a concurrent and equally important trend
towards centralized, highly powerful information systems such as those required for
network computmg (NC) and video services.
As more and more complex functions are required in various data processing and
. telecommunications devices, the need to integrate these functions in a small package is
.. also increasing. The level of integration as measured by the number of logic gates in‘a
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monolithic chip has been steadily rising for almost three decades, mainly due to the rapid
progress in processing technology and interconnect technology. Table 1.1 shows the
evolution of logic complexity in integrated circuits over the last three decades, and marks
the milestones of each era. Here, the numbers for circuit complexity should be viewed
only-as representative measures to- indicate the order-of-magnitude. A logic block can
contain anywhere from 10 to 100 transistors, depending on the function. State-of-the-art
ULSI chips, such as the DEC Alpha or the INTEL Pentium, contain 3 to 6 million
transistors. Note that the term VLSI has been used cbntinuously even for chips in the
ULSI (Ultra Large Scale Integration) category, not necessarily abiding by the distinction
in Table 1.1.

Video-on-demand

Speech progessing/recognition

[}

©

§ -

= Wireless/cellular data communication

[

B

e Data communication Multi-media applications

Consumer electronics Portable computers
Mainframe computers | Personal computers Network computers
""""""" T T T T >
1970 1980 1990 2000

Figure 1.1.. Prominent "driving" trends in information service technologies.

ERA DATE COMPLEXITY
(# of logic blocks per chip)
Single transistor 1958 <1
Unit logic (one gate) 1960 1
Multi-function ) ‘ 1962 2-4
Complex function 1964 5-20
Medium Scale Integration- (MSI) 1967 20 - 200
Large Scale Integration (LSI) 1972 . 200-2,000
Very Large Scale Integration (VLSI) = 1978 2,000 - 20,000
Ultra Large Scale Integration (ULSI) 1989 20,000 - ?

Table 1.1.  Evolution of logic complexity in integrated circuits.
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The monolithic integration of a large number of functions on a single chip usually 3
provides: ‘

Introduction
* Less area/volume and therefore, compactness

* Less power consumption

* Less testing requirements at system level

* Higher reliability, mainly due to improved on-chip interconnects
* Higher speed, due to significantly reduced interconnection length
* Significant cost savings

Therefore, the current trend of integration will continue in the foreseeable future.
Advances in device manufacturing technology allow the steady reduction of minimum
feature size (such as the minimum channel length of a transistor or an interconnect width
realizable on chip). Figure 1.2 shows the evolution of the minimum feature size of
~ transistors in integrated circuits, starting from the late 1970s. In 1980, at the beginning

of the VLSl era, the typical minimum feature size was 2 um, and a feature size of 0.3 pm

was expected around the year 2000. The actual development of the technology, however,
- has far exceeded these expectations. A minimum feature size of 0.25 pm was achieved
by 1995. The first 64-Mbit DRAM and the INTEL Pentium microprocessor chip
containing more than 3 million transistors were already available by 1994, pushing the
~ envelope of integration density. The first4-Gbit DRAM based on 0.15 jsm manufacturing
. technology was announced by NEC in early 1997.

|
40
'g 3.5 |-
o 30}
N
(7]
o 25 |-
§ 20f
E 15
E
€ 101
=
) 05 017
0 1 1 1 M Q
1975 1980 1985 1990 1995 2000

Year

Figure 1.2.  Evolution of minimum feature size in integrated circuits over time.

When comparing the integration density of integrated circuits, a clear distinction
must be made between the memory chips and logic chips. Figure 1.3 shows the level of
‘integration over time for memory and logic chips, starting in 1970. The number of
. transistors per chip has continued to increase at an exponential rate over the last three
decades, effectively confirming Gordon Moore's prediction on the growth rate of chip
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complexity, which was made in the early 1960s (Moore's Law). It can be observed that
in terms of transistor count, logic chips contain significantly fewer transistors in any
given year mainly due to large consumption of chip area for complex interconnects.
Memory circuits are highly regular, and thus more cells can be integrated with much less
area for interconnects. This has also been one of the main reasons why the rate of increase
of chip.complexity (transistor count per chip) is consistently higher for memory circuits.

100 M T T i T
’ A Memory
(rate of increase = x 1.5 / year)
e Microprocessor

10M [~ (rate of increase = x 1.25/ year) —
Q. ‘ Pentiu
2
° ' DEC Alpha
g
® 1M ]
<]
2
[7/]
c
g
s 100K I
3
Kol
£
=]
Z

10K ]

Source: Intel Corp.
1K l ! l f l

70 75 80 85 90 95 2000
Yeér

Figure 1.3.  Level of integration versus time for memory chips and logic chips.

Digital CMOS (Complementary Metal Oxide Semiconductor) integrated circuits
(ICs) have been the driving force behind Very Large Scale Integration (VLSI) for high-
performance computing and other scientific and engineering applications. The demand
for digital CMOS ICs will be continually strong due to salient features such as low power,
reliable performance, circuit techniques.for high speed such as using dynamic circuits,

“and ongoing improvements in processing technology.

It is now projected that the minimum feature size in CMOS ICs can decrease to 0.1
um within a few years. With such a technology, the level of integration in a single chip
can be on the order of several hundreds of millions of transistors for-logic chips or even
higher in the case of memory chips, which presents an immense challenge for chip
developers in processing, design methodology, testing, and project management, Through



. the "divide-and-conquer" approach and more advanced design automation using com-
puter-aided design (CAD) tools, ultra-large-scale problems should be solvable.

Bipolar and gallium arsenide (GaAs) circuits have been used for very high speed
 circuits, and this practice may continue. For instance, in Monolithic Microwave Inte-
grated Circuits (MMICs), GaAs MESFET (MEtal Semiconductor Field Effect Transis-
tor) technology has been highly successful. However, they are still not efficient for VLSI
or Ultra Large Scale Integration (ULSI) due to processing difficulties and high power
consumption, although for special applications their use may continue. As long as the
downward scaling of CMOS technology remains strong, other technologies are likely to
- remain the technology of tomorrow.

1.2. Objective and Organization of the Book

The objective of this book is to help readers develop in-depth analytical and design
capabilities in digital CMOS circuits and chips. The development of VLSI chips requires
an interdisciplinary team of architects, logic designers, circuit and layout designers,
packaging engineers, test engineers, and process and device engineers. Also essential are
the computer aids for design automation and optimization. It is not possible to discuss the
full spectrum of development issues in any single book. Therefore, this book concentrates
on digital circuits and also presents related materials in processing and device principles
essential to in-depth understanding of CMOS digital circuits.

Often readers can become lost in details and fail to see the global picture. For VLSI
circuit design, however, it is important that the design be done in the context of global
optimization with proper boundary conditions. In fact, the beauty of integrated circuits
is that the final design goal is the concerted performance of all interconnected transistors,
and not of individual transistors. Therefore, the interconnect issues are almost as
important as the issues of individual transistors. No matter how well an individual
transistor performs, if the technology fails to have equally good interconnects, the total
performance can be very poor due to large parasitic capacitances and’ res1stances these
translate into a large delay in the interconnection lines between transistors or loglc gates.

This volume is intended as a comprehensive textbook for senior-level undergradu-

ate students and first-year graduate students in an advanced course on digital circuit
design. The material presented in this book should also be very useful to practicing
VLSI design engineers. Most of the material presented has been taught over several
years in undergraduate and graduate-level courses in the department of electrical and
computer engineering at the University of Illinois at Urbana-Champaign. It is assumed
that the readers of this book already have sufficient fundamental background on
semiconductor devices, electronic circuit design and analysis, and logic theory. While
the interactions among logic design, circuit design, and layout design are strongly
emphasized throughout the text, the main focus is on transistor-level circuit design and
-analysis. This requires a fair amount of detailed current and voltage calculations, as
well as a good understanding of how device characteristics affect overall circuit
performances, such as propagation delay, noise margins, and power dissipation.

The relational ordering and extent of the topics covered in a typical digital integrated
circuits course are depicted in Fig. 1.4. First, a fundamental knowledge of basic device
physics is required to understand and use various MOSFET device models in circuit
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analysis. Following a review of device fundamentals, the emphasis will shift from single

devices to simple two-transistor circuits, such as inverters, and then to-more complex .

logic circuits. We will see that as we move to more advanced topics, the breadth of each
subject also increases significantly. In fact, a large number of different variations may be
considered for implementing complex circuits and systems. Consequently, we will
examine representative examples for large-scale system implementations and compare
their relative merits in terms of performance, reliability, and manufacturability.

Device
Physics

Electronics
Increasing

Complexity " Two-Transistor
Clrcuits
(Inverters)
Combinational and Sequential
] .~ Logic Circuits

VLS| Sub-Systems
Adders, Multipliers

Regular Structures
ROMs, RAMSs, PLAs

| ————

System-Related Issues, Reliability, Manufacturability, Testability

-«——— Breadth of Topics ————

Figure 1.4. The ordering of topics covered in a typical digital integrated circuits course.

" The book begins with a review of fabrication-related issues. Representative inte-
grated circuit fabrication techniques are summarized very briefly in the beginning, in
order to establish a simple view of process flow and to provide the reader with the
necessary terminologies related to processing. The level and the extent of MOS device
physics covered in this book are specifically geared toward hands-on circuit design and
analysis applications; hence, most of the device models used are relatively simple. The
choice of simple device models imposes certain limitations on the accuracy; however, the

emphasis is primarily on the clear understanding of basic design concepts and on the .

importance of generating meaningful estimates for circuit performance during the early
design stages. The very important role of computer-aided circuit simulation toolsin VLSI
design is also well recognized. The book contains a large number of computer simulation
examples and exercise problems based on SPICE (Simulation Program with Integrated
Circuit Emphasis), which has become a de facto standard in transistor-level circuit
simulation in a wide range of computing platforms. An entire chapter is devoted to the
examination and comparison of MOSFET models implemented in SPICE, including the
identification of various device model parameters. Computer simulation is, and will

«




continue to be, an essential part of the design process, both for performance verification
and for fine-tuning of circuits. However, the emphasis on simulation must be well-
balanced with the emphasis on hands-on design and analytical estimates, so that the
significance of the latter is not overwhelmed by the extensive use of computer-aided
- techniques.

The main focus of this book is on CMOS digital integrated circuits, but a significant
amount of material on nMOS digital circuits is also presented. Although CMOS has
become the technology of choice in many ‘applications in recent years, the fundamental
concepts of nMOS logic provide a strong basis both for the conceptual understanding and
for the development of CMOS designs. Chapters 5 through 9 are devoted exclusively to
“the anaIys1s and design of basic CMOS and also some nMOS digital circuits. Fig. 1.5
shows a simple "family tree" for digital integrated circuits that clarifies the classification
and relations among different types of circuits. Based on the fundamental operating

dynamic circuits. The static CMOS circuits are further divided into sub-categories such
“asclassical (fully complementary) CMOS circuits, transmission-gate logic circuits, pass-
transistor logic circuits and cascade voltage switch logic (CVSL) circuits. The dynamic
CMOS circuits are divided into sub-categories such as domino logic, NORA, and true
single-phase clock (TSPC) circuits.

' Digital Circuits '

Static Circuits ’ Dynamic Circuits

(Classical cMos) ' T'a"s’é‘ﬁg%"'gaa CCVSL Circuits)

| ]

v Domino Logic NORA Logic ) TSPC Logic
i ' Circuits . Circuits Circuits

Figure 1.5.  Classification of CMOS digital circuit types.

principles, the circuits are classified into two main categories, i.e., static circuits and
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In addition- to-transistor-level circuit design issues, the accurate prediction and
reduction: of interconnect -parasitics has become a very significant topic in high-
performance digital integrated circuits, especially for sub-micron technologies. A large
portionof Chapter 6 is therefore devoted to interconnect effects. Semiconductor memo-
ries are covered in detail in Chapter 10. Specific emphasis is given to the design and
operatvlom of different static and dynamic memory types and to comparisons of their
performance characteristics. One chapter of the book is devoted to bipolar transistors and

"to bipolar/BiCMOS digital circuitg, which continue to play an important role in the high-

performance digital circuits arena. The inclusion of bipolar-based circuits in this book
may be puzzling to some readers, but the significance of BiCMOS- design techniques
cannot be neglected in a comprehensive text on digital design. One chapter is entirely
dedicated to input/output (I/O) circuits and related issues, including ESD protection,
level shifting, super-buffer design, and latch-up prevention. Various VLSI design styles,
large-scale design considerations, and system-level design issues are discussed in
Chapter 14. Finally, two chapters on design for manufacturability and design for
testability cover many of the important topics, such as yield estimation, statistical design,
and system testability, which deserve special attention in the context of large-scale
integrated circuit design.

The second edition of this text includes an entlrely new chapter, Low-Power CMOS
Logic Circuits. The increasing prominence of portable systems and the need to limit
power consumption (and hence, heat dissipation) in very high density ULSI chips have
led to rapid and very interesting developments in low-power design in recent years. In
most cases, the requirements of low power consumption must be combined with the
equally demanding tasks of higher integration density and higher circuit performance. In
view of these developments, we feel that low-power design of digital integrated circuits
should be treated in a separate chapter. Here, various aspects of power consumption are
discussed in detail and strategies are introduced to reduce the power dissipation.

The chapters are organized in order to allow several different variations of course
plans and self-study programs. A number of chapters can be grouped together to
accommodate a specific course syllabus, and others can be skipped without a significant
loss of continuity. Each chapter contains a large number of solved problems and
examples, integrated into the text to enhance the understanding of the material at hand.-
Also, a collection of problems, some of which are geared specifically for computer-based
SPICE simulation, is provided at the end of each chapter.

1.3. A Circuit Design Example

To help form a global picture of the digital circuit design cycle, in this chapter we begin
with a “once over lightly" design exercise wherein we, as circuit designers, start from a
logic diagram along with design specifications. The logic circuit is first translated into a
CMOS circuit and the initial layout is done. From the layout, all of the important
parasitics are calculated by using a circuit extraction program. Once a full circuit
description is obtained from the initial layout, we analyze the circuit for DC and transient
performance by using the circuit-level simulation program, SPICE, and then compare the
results with the given design specifications. If the initial design fails to meet any one of



the specifications, which is the case in this exercise, we devise an improved circuit design
- to meet the design objective. Then the improved design will be implemented into a new
- layout and the design-analysis cycle will be repeated until all of the design specifications
are met. The simplified flow of this circuit design procedure is illustrated in Fig. 1.6. Note
~ that the topics covered in this textbook concern primarily the two important steps
“enclosed in the dotted box, namely, VLSI design and design verification.

System Requirements

-, Architecture Definition and
Logic Design

Logic diagram / description

X T TRyRRyRyuy - -

' Y
( Technology

1 VLSI Design and Layout Design Rules
L Device Models

)

(

L Design Verification Design Rule Checking

Circuit Simulation (SPICE)

Fail

(R e ——————————————_——————

Pass

Y

Mask Generation

/

Silicon Processing
; f
To : Wafer Testing

Packaging
Reliability Qualification

Figure 1.6.  The flow of circuit design procedures.
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Example 1.1

In the following example, we will design a one-bit binary full-adder circuit using 0.8-pum,
twin-well CMOS technology. The design specifications are

{

Propagation delay times of sum and carry_out signals < 1.2 ns (worst case)
Transition delay times of sum and carry_out signals < 1.2 ns  (worst case)
Circuit area < 1500 pm? /

Dynamic power dissipation (@ V=5V andf,  =20MHz) <1 mW

We start our design by considering the Boolean description of the binary adder circuit.
Let A and B represent the two input variables (addend bits), and let C represent the
carry_in bit. The binary full adder is a three-input, two-output combinational circuit
which satisfies the truth table below.

A B C|sum_out | carry_out
0 00 0 0
0 0 1 1 0
A 010 1 0
5 Full sum_out 01 1 0 1
— | Adder 1 0O 1 0
o carry_out 1 0 1 0 1
1 1 0 0 1
1 1 1 1 1

.

The sum_out and carry_out signals can be found as the following two combinational
Boolean functions of the three input variables, A, B and C.

sum_out =A®@BDC
=ABC+ABC+ABC+ACB
carry_out = AB+ AC+ BC

A gate-level realization of these two functions is shown in Fig. 1.7. Note that instead of
realizing the two functionsindependently, we use the carry_out signal to generate the sum
output, since the output can also be expressed as

sum_out =ABC+(A+B+C)carry_out



“

This implementation will ultimately reduce the circuit complexity and, hence, save chip 11
area. Also, we identify two separate sub-networks consisting of several gates (high-

lighted with dashed boxes) which will be utilized for the transistor-level realization of the Introduction
+ full-adder circuit.

s __L_-I___
g l

J U
g 7

Figure 1.7.  Gate-level schematic of the one-bit full-adder circuit.

For translating the gate-level design into a transistor-level circuit description, we
note that both the sum_out and the carry_out functions are represented by nested AND-
OR-NOR structures in Fig. 1.7. Each such combined structure (complex logic gate) can
be realized in CMOS as follows: the AND terms are implemented by series-connected
nMOS transistors, and the OR terms are implemented by parallel-connected nMOS
transistors. The input variables are applied to the gates of the nMOS (and the complemen-
tary pMOS) transistors. Thus, the nMOS net may consist of nested series-parallel
.connections of nMOS transistors between the output node and the ground. Once the
nMOS part of a complex CMOS logic gate is realized, the corresponding pMOS net,
which is connected between the output node and the power supply, is obtained as the dual
network of the nMOS net. The resulting transistor-level design of the CMOS full-adder
circuitis showninFig. 1.8. Note that the circuit contains a total of 14 nMOS and 14 pMOS
transistors, together with the two CMOS inverters which are used to generate the outputs.

In this specific example, it can also be shown that the dual (pMOS) network is
actually equivalent to the nMOS network for both the sum_out and the carry_out
functions, which leads to a fully symmetric circuit topology. The alternate circuit diagram
obtained by applying this principle of symmetry in shown in Fig. 1.9. Note that the
Boolean functions realized by the circuits shown in Fig. 1.8 and Fig. 1.9 are identical; yet
the symmetric circuit topology shown in Fig. 1.9 significantly simplifies the layout.
These issues will be discussed in detail in Chapter 7.



12 ‘ ‘ Initially, we will -design all ,aMOS and pMOS transistors with a (W/L) ratio of (2

- um/0:8 pm), whicltis the minimum transistor size allowed in this particular technology.

CHAPTER 1 This initial sizing of transistors, which is obviously not an optimum solution, may be
changed later depending on the performance characteristics of the adder circuit. Choos-
ing minimum-size transistors in the initial design stage usually provides a simple, first-
cut verification of the circuit functionality and helps the designer in developing a
simple initial layout.

/;—°| |:||°—B A-'4qi-4
. ! o] b
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Figure 1.8.  Transistor-level schematic of the one-bit full-adder circuit.
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" Figure 1.9.  Alternate transistor-level schematic of the one-bit full-adder circuit (note that the
nMOS and pMOS networks are completely symmettic). »



Next, the ‘initial layout of the full-adder circuit is generated. Here we use a regular,
gate-matrix layout style in order to simplify the overall geometry and the signal routing.
The initial layout using minimum-size transistors is shown in Fig. 1.10. Note that in this
initial adder cell layout, all nMOS and pMOS transistors are placed in two parallel rows,
between the horizontal power supply and the ground lines (metal). All polysilicon lines
are laid out vertically. The area between the n-type and p-type diffusion regions is used
for running local metal interconnections (routing). Also note that the diffusion regions of
neighboring transistors have been merged as much as possible, in order to save chip area.
The regular gate-matrix layout style used in this example also has the inherent advantage
of being easily adaptable to computer-aided design (CAD) The silicon area occupied by
this full-adder layout is (21 pm X 54 um) = 1134 um?.

GND

Cco SUM

Figure 1.10. Initial layout of the full-adder circuit using minimum-size transistors.

The designer must confirm, using an automatic design rule checker (DRC) tool, that
none of the physical layout design rules are violated in this adder layout. This is usually
done concurrently during the graphical entry of the layout. The next step is to extract the

. parasitic capacitances and resistances from the initial layout, and then to use a detailed

circuit simulation tool (e.g. SPICE) to estimate the dynamic performance of the adder

circuit. Thus, we are now in the design verification stage of the design-flow diagram

shown inFig. 1.6. The parasitic extraction tool reads in the physical layout file, analyzes
the various mask layers to identify transistors, interconnects and contacts, calculates the
parasitic capacitances and the parasitic resistances of these structures, and finally
prepares a SPICE input file that accurately describes the circuit (see Chapter 4).

The extracted circuit file is now simulated using SPICE in order to determine its
dynamic performance. The three input waveforms (A, B and C) are chosen so that all of
the eight possible input combinations are applied consecutively to the full-adder circuit.

- Assuming that the outputs of this adder circuit may drive a similar circuit, both output

nodes are loaded with capacitors which represent the typical input capacitance of a full
adder. Figure 1.11 shows the simulated input and output waveforms. Unfortunately, the

13
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simulation results show that the circuit does not meet all of the design specifications. The
propagation delay times of the sum_out and carry_out signals are found to violate the
timing constraints, since the minimum-size transistors are not capable of properly driving
the capacitive output loads.

0 Minimum Size Full Adder, Extracted
;_ v: Corry IN
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Figure 1.11. Simulated input and output waveforms of the full-adder circuit.

In particular, the worst-case delay is found to be about 2.0 ns, whereas the timing
requirements dictate a maximum delay of 1.2 ns. Figure 1.12 shows the signal propaga-
tion delay of both inputs in detail during one of the worst-case input transitions. Design
modifications will be necessary to correct this problem. Thus, we go back to the layout
design stage. ‘

One approach to increase switching speed, and thus, to reduce delay times, would be
to increase the (W/L) ratios of all transistors in the circuit. However, increasing the
transistor (W/L) ratios also increases the gate, source, and drain areas and, consequently,
increases the parasitic capacitances loading the logic gates. Hence, the resizing of




transistors is strictly an iterative process which involves several cycles of consecutive
layout modification, circuit extraction, and simulation. Since the carry_out signal is used
to generate the sum output, reducing the delay in the carry_outstage should generally take
a higher priority. Also, one should be careful to consider all possible input transitions:
Optimizing the propagation delay for one particular input transition only may result in an
unintended increase of propagations delays during other transitions.
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Figure 1.12. Simulated output waveforms of the full adder circuit with minimum transistor
dimensions, showing the signal propagation delay during one of the worst-case transitions.

While we resize the nMOS and pMOS transistors in the full-adder circuit to meet the
timing requirements, we can also reorganize the whole layout in order to achieve a more
compact placement, to increase silicon area utilization, and to reduce the interconnection
~ parasitics within the cell. The resulting cell layout is shown in Fig. 1.12. The new full-
adder layout occupies an area of (43 im X 90 um) = 1290 um?, which is about 14% larger
than the initial layout (despite rather aggressive resizing of the transistor dimensions) but
still below the pre-set upper limit of 1500 um?.

For the optimized full-adder circuit, we find that all propagation and transition (rise
and fall) delay times are now within the specified limits, i.e., less than 1.2 ns. Figure 1.14
shows the signal propagation delay of both inputs during the same worst-case input
transition depicted in Fig. 1.11. Note that the propagation delay is about 1.0 ns, a
reduction of 50%. The dynamic power dissipation of this circuit is estimated to be 460
UW. Thus, the circuit now satisfies the design specifications given in the beginning.

15
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Figure 1.13. Modified layout of the full-adder circuit, with optimized transistor dimensions
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Figure 1.14. Simulated output waveforms of the full-adder circuit with optimized transistor
dimensions, showing the signal propagation delay during the same worst-case transition.



The full-adder circuit designed in this example can now be used as the basic building
block of an 8-bit binary adder, which accepts two 8-bit binary numbers as input and
produces the binary sum at the output. The simplest such adder can be constructed by a
cascade-connection of eight full adders, where each adder stage performs a two-bit
addition, produces the corresponding sum bit, and passes the carry output on to the next
stage. Hence, this cascade-connected adder configuration is called the carry ripple adder
(Fig. 1.15). The overall speed of the carry ripple adder is obviously limited by the delay
of the carry bits rippling through the carry chain; therefore, a fast carry_out response
becomes essential for the overall performance of the adder chain.

So s, S, S,

(o} C C (o
Full Adder 1 Full Adder 2 Full Adder 3 7| Full Adder
Co (FA) (FA) (FA) e (FA)

| | T

Ay By A By Ay By A7 By

Figure 1.15. Block diagram of a carry ripple adder chain consisting of full adders.

Figure 1.16 shows the mask layout of a 4-bit-section of the carry ripple adder circuit
which is designed by simply cascading full-adder cells to form a regular array. Note that
the input signals A; and B; are applied to a row of pins along the lower boundary of the
array, while the output signals S; (sum bits) are made available along the upper boundary
of the array. This arrangement of the input and output pins simplifies signal routing by
placing the input bus below, and the output bus above the adder array. Also note that no

Figure 1.16. Mask layout of the 8-bit carry ripple adder array.
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additional routing is necessary for the carry signal, since the carry_in and carry_out pin
locations of consecutive full-adder cells are aligned against each other. Such structures
are routinely used in circuits where a large number of arithmetic operations are required,
such as arithmetic-logic units (ALUs) and digital signal processing (DSP) circuits. The
overall performance of the multi-bit adder can be further increased by various measures,

and some of these issues will be discussed in later chapters.

v The simulated input and output waveforms of the 8-bit binary adder circuit are shown
in Fig. 1.17 for a series of sample input vectors. It can be seen that the sum bit of the last

adder stage is typically generated last, and the overall delay can be as much as 7 ns.
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Figure 1.17. Simulated input and output waveforms of the 8-bit carry ripple adder circuit,
showing a maximum signal propagation delay of about 7 ns.




This example has shown us that the design of CMOS digital integrated circuits 19
~ involves a wide range of issues, from Boolean logic to gate-level design, to transistor- -
level design, to physical layout design, and to parasitics extraction followed by detailed Introduction
~ circuit simulation for design tuning and performance verification. In essence, the final
output of integrated circuit design is the mask data from which the actual circuit is
fabricated. Thus, it is important to design the layout and, hence, the mask set such that
the fabricated integrated circuits meet test specifications with a high yield.
. To achieve such a goal, designers perform extensive simulations using computer
models extracted from the layout data and iterate the design until simulated results meet
the specifications with sufficient margins. In the following chapters, we will discuss the
fabrication of MOS transistors using a set of masks, layout design rules, and electrical
‘properties of MOS transistors and their computer models, before discussing the most
basic CMOS inverter circuit.



CHAPTER 2

FABRICATION OF MOSFETs

2.1. Introduction

In this chapter, the fundamentals of MOS chip fabrication will be discussed and the major
steps of the process flow will be examined. It is not the aim of this chapter to present a
~ detailed discussion of silicon fabrication technology, which deserves separate treatment
in a dedicated course. Rather, the emphasis will be on the general outline of the process
flow and on the interaction of various processing steps, which ultimately determine the
device and the circuit performance characteristics. The following chapters show that
there are very strong links between the fabrication process, the circuit design process, and
the performance of the resulting chip. Hence, circuit designers must have a working
knowledge of chip fabrication to create effective designs and to optimize the circuits with
respect to various manufacturing parameters. Also, the circuit designer must have a clear
understanding of the roles of various masks used in the fabrication process, and how the
masks are used to define various features of the devices on-chip.

The following discussion will concentrate on the well-established CMOS fabrica-
tion technology, which requires that both n-channel (nMOS) and p-channel (pMOS)
transistors be built on the same chip substrate. To accommodate both nMOS and pMOS
devices, special regions must be created in which the semiconductor type is opposite to
the substrate type. These regions are called wells or tubs. A p-well is created in an n-type
substrate or, alternatively, an n-well is created in a p-type substrate. In the simple n-well
CMOS fabrication technology presented here, the nMOS transistor is created in the p-
type substrate, and the pMOS transistor is created in the n-well, which is built into the p-
type substrate. In the twin-tub CMOS technology, additional tubs of the same type as the
substrate can also be created for device optimization. ‘



The simplified process sequence for the fabrication of CMOS integrated circuits on

ap-type silicon substrate is shown in Fig. 2.1. The process starts with the creation of the
n-well regions for pMOS transistors, by impurity implantation into the substrate. Then
~ athick oxide is grown in the regions surrounding the nMOS and pMOS active regions.
- The thin gate oxide is subsequently grown on the surface through thermal oxidation.
These steps are followed by the creation of n+ and p+ regions (source, drain, and channel-
stop implants) and by final metallization (creation of metal interconnects).

>

Create n-well regions
and channel-stop regions

Grow field oxide and
gate oxide (thin oxide)

N— J/

Deposit and pattern
polysilicon layer

( Y

Implant source and drain
regions, substrate contacts

r )

Create contact windows,
deposit and pattern metal layer

— J

Figure 2.1.  Simplified process sequence for the fabrication of the n-well CMOS integrated
circuit with a single polysilicon layer, showing only major fabrication steps.

The process flow sequence pictured in Fig. 2.1 may at first seem to be too abstract,
since detailed fabrication steps are not shown. To obtain a better understanding of the
issues involved in the semiconductor fabrication process, we first have to consider some
of the basic steps in more detail.

2.2. Fabrication Process Flow: Basic Steps

Note that each processing step requires that certain areas are defined on chip by
appropriate masks. Consequently, the integrated circuit may be viewed as a set of

21
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patterned layers of doped silicon, polysilicon, metal, and insulating silicon dioxide. In
general, a layer must be patterned before the next layer of material is applied on the chip.
The process used to transfer a pattern to a layer on the chip is called lithography. Since
each layer has its own distinct patterning requirements, the lithographic sequence must
be repeated for every layer, using a different mask.

To illustrate the fabrication steps involved in patterning silicon dioxide through
optical lithography, let us first examine the process flow shown in Fig. 2.2. The sequence

Si - substrate ‘ (@

Si0, (Oxide) —»
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Exposed photoresis!
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" Figure 2.2.  Process steps required for patterning of silicon dioxide.
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Chemical etch (HF acid) or dry etch (plasma) of MOSFETs
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Figure 2.2.  Process steps required for patterning of silicon dioxXide (continued).

starts with the thermal oxidation of the silicon surface, by which an oxide layer of about
1 pm thickness, for example, is created on the substrate (Fig. 2.2(b)). The entire oxide
surface is then covered with a layer of photoresist, which is essentially a light-sensitive,
acid-resistant organic polymer, initially insoluble in the developing solution (Fig.
2.2(c)). If the photoresist material is exposed to ultraviolet (UV) light, the exposed areas
become soluble so that they are no longer resistant to etching solvents. To selectively
expose the photoresist, we have to cover some of the areas on the surface with a mask
during exposure. Thus, when the structure with the mask on top is exposed to UV light,
areas which are covered by the opaque features on the mask are shielded. In the areas
where the UV light can pass through, on the other hand, the photoresist is exposed and
becomes soluble (Fig. 2.2(d))’.
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" The type of photoresist which is initially insoluble and becomes soluble after
exposure to UV light is called positive photoresist. The process sequence shown in Fig.
2.2 uses positive photoresist. There is another type of photoresist which is initially
soluble and becomes insoluble (hardened) after exposure to UV light, called negative
photoresist. If negative photoresist is used in the photolithography process, the areas
which are not shielded from the UV light by the opaque mask features become insoluble,
whereas the shielded areas can subsequently be etched away by a developing solution.
Negative photoresists are more sensitive to light, but their photolithographic resolution
isnot as high as that of the positive photoresists. Therefore, negative photoresists are used
less commonly in the manufacturing of high-density integrated circuits.

Following the UV exposure step, the unexposed portions of the photoresist can be
removed by a solvent. Now, the silicon dioxide regions which are not covered by
hardened photoresist can be etched away either by using a chemical solvent (HF acid) or
by using a dry etch (plasma etch) process (Fig. 2.2(e)). Note that at the end of this step,
we obtain an oxide window that reaches down to the silicon surface (Fig. 2.2(f)). The
remaining photoresist‘can now be stripped from the silicon dioxide surface by using
another solvent, leaving the patterned silicon dioxide feature on the surface as shown in
Fig. 2.2(g).

The sequence of process steps illustrated in detail in Fig. 2.2 actually accomplishes
a single pattern transfer onto the silicon dioxide surface, as shown in Fig. 2.3. The
fabrication of semiconductor devices requires several such pattern transfers to be
performed on silicon dioxide, polysilicon, and metal. The basic patterning process used
in all fabrication steps, however, is quite similar to the one shown in Fig. 2.2. Also note

Si - substrate

Si - substrate

Figure 2.3. The result of a single lithographic patterning sequence on silicon dioxide, without
showing the intermediate steps. Compare the unpatterned structure (top) and the patterned

structure (bottom) with Fig. 2.2(b) and Fig. 2.2(g), respectively.



that for accurate generation of high-density patterns required in sub-micron devices,
electron beam (E-beam) lithography is used instead of optical lithography. In the
following, the main processing steps involved in the fabrication of an n-channel MOS
transistor on a p-type silicon substrate will be examined.

- Fabrication of the nMOS Transistor

The process starts with the oxidation of the silicon substrate (Fig. 2.4(a)), in which a
- relatively thick silicon dioxide layer, also called field oxide, is created on the surface (Fig.
" 2.4(b)). Then, the field oxide is selectively etched to expose the silicon surface on which
the MOS transistor will be created (Fig. 2.4(c)). Following this step, the surface is
- covered with a thin, high-quality oxide layer, which will eventually form the gate oxide
- of the MOS transistor (Fig. 2.4(d)). On top of the thin oxide layer, a layer of polysilicon

Si - substrate (@)

SO, (Oxide) —»

) (b)
Si - substrate

SO, (Oxide) —»

. (c)
Si - substrate

Thin oxide —

SI0, (Oxide) —»

(d)

Si - substrate

Figure 2.4.  Process flow for the fabrication of an n-type MOSFET on p-type silicon.

25

Fabrication
of MOSFETs



26

CHAPTER 2

(polycrystalline ‘silicon) ‘is déposited (Fig. 2.4(e)). Polysilicon is used both as gate
electrode material for MOS transistors-and also as an interconnect medium ‘in silicon
integrated circuits. Undoped polysilicon has relatively high resistivity. The resistivity of
polysilicon can be reduced, however, by doping it with impurity atoms.

After deposition, the polysilicon layer is patterned and etched to form the intercon-
nects and the MOS transistor gates (Fig. 2.4(f)). The thin gate oxide not covered by
polysilicon is also etched away, which exposes the bare silicon surface on which the
source and drain junctions are to be formed (Fig. 2.4(g)). The entire silicon surface is then
doped with a high concentration of impurities, either through diffusion or ion implanta-
tion (in this case with donor atoms to produce n-type doping). Figure 2.4(h) shows that
the doping penetrates the exposed areas on the silicon surface, ultimately creating two n-
type regions (soutrce and drain junctions) in the p-type substrate. The impurity doping
also penetrates the polysilicon on the surface, reducing its resistivity. Note that the

Polysilicon
Thin oxide ——» ammmmnnmnmmm{mww

| ahwhlmwmnum

L

SI0, (Oxide) —»

()

Si - substrate

Polysilicon
Thin oxide ———»
SiO, (Oxide) —

®

Si - substrate

Polysilicon

SI0, (Oxide) —»

@

Si - substrate

Figure 2.4. Process flow for the fabrication of an n-type MOS transistor (continued).



‘polysilicon gate, which is patterned before doping, actually defines the precise location
-of the channel region and, hence, the location of the source and the drain regions. Since
‘this procedure allows very precise positioning of the two regions relatlve to the gate, it
- ‘is also called the self-aligned process.

. Once the source and drain regions are completed, the entire surface is again covered
with an insulating layer of silicon dioxide (Fig. 2.4(i)). The insulating oxide layer is then
patterned in order to provide contact windows for the drain and source junctions (Fig.
2.4(j)). The surface is covered with evaporated aluminum which will form the intercon-
nects (Fig. 2.4(k)). Finally, the metal layer is patterned and etched, completing the
‘interconnection of the MOS transistors on the surface (Fi g.2.4(1)). Usually, a second (and
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: Figure 2.4. Process flow for the fabrication of an n-type MOS transistor (continued).
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Metal (Al)
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S0, (Oxide) —»

0
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Figure 2.4.  Process flow for the fabrication of an n-type MOS transistor (continued).

third) layer of metallic interconnect can also be added on top of this structure by creating
another insulating oxide layer, cutting contact (via) holes, depositing, and patterning the
metal. The major process steps for the fabrication of annMOS transistor on p-type silicon
substrate are also illustrated in Plate 1 and Plate 2. The color figures were generated using

* the DIOS™ multi-dimensional process simulator, a process simulation software by ISE

Integrated Systems Engineering AG, Zurich, Switzerland.
Device Isolation Techniques

The MOS transistors that comprise an integrated circuit must be electrically isolated
from each other during fabrication. Isolation is required to prevent unwanted conduction
paths between the devices, to avoid creation of inversion layers outside the channel
regions of transistors, and to reduce leakage currents. To achieve a sufficient level of
electrical isolation between neighboring transistors on a chip surface, the devices are

typically created in dedicated regions called active areas, where each active area is

surrounded by a relatively thick oxide barrier called the field oxide. »
One possible technique to create isolated active areas on silicon surface is first to
grow a thick field oxide over the entire surface of the chip, and then to selectively etch
the oxide in certain regions, to define the active areas. This fabrication technique, called
etched field-oxide isolation, is already illustrated in Fig. 2.4(b) and Fig. 2.4(c). Here, the
field oxide is selectively etched away to expose the silicon surface on which the MOS



transistor will be created. Although the technique is relatively straightforward, it also has
some drawbacks. The most significant disadvantage is that the thickness of the field
oxide leads torather large oxide steps at the boundaries between active areas and isolation
(field) regions. When polysilicon and metal layers are deposited over such boundariesin
_subsequent process steps, the sheer height difference at the boundary can cause cracking

of deposited layers, leading to chip failure. To prevent this, most manufacturers prefer

isolation techniques that partially recess the field oxide into the silicon surface, resulting
in a more planar surface topology.

Local Oxidation of Silicon (LOCOS)

Thelocal oxidation of silicon (LOCOS) technique is based on the principle of selectively
growing the field oxide in certain regions, instead of selectively etching away the active
areas after oxide growth. Selective oxide growth is achieved by shielding the active areas
with silicon nitride (SizN,) during oxidation, which effectively inhibits oxide growth.
The basic steps of the LOCOS process are illustrated in Fig. 2.5.

First, a thin pad oxide (also called stress-relief oxide) is grown on the silicon surface,
followed by the deposition and patterning of a silicon nitride layer to mask (i.e., to define)
the active areas (Fig. 2.5(a)). The thin pad oxide underneath the silicon nitride layer is
used to protect the silicon surface from stress caused by nitride during the subsequent
process steps. The exposed areas of the silicon surface, which will eventually form the
isolation regions, are doped with a p-type impurity to create the channel-stop implants
that surround the transistors (Fig. 2.5(b)). Next, a thick field oxide is grown in the areas
not covered with silicon nitride, as shown in Fig. 2.5(c). Notice that the field oxide is
partially recessed into the surface since the thermal oxidation process also consumes
some of the silicon. Also, the field oxide forms a lateral extension under the nitride layer,
called the bird's beak region. This lateral encroachment is mainly responsible for a
reduction of the active area. The silicon nitride layer and the thin pad oxide layer are
etched in the final step (Fig. 2.5(d)), resulting in active areas surrounded by the partially
recessed field oxide.

- The LOCOS process is a popular technique used for achieving field oxide isolation
with a more planar surface topology..Several additional measures have also been
developed over the years to control the lateral bird's beak encroachment, since this
encroachment ultimately limits device scaling and device density in VLSI circuits.

2.3. The CMOS n-Well Process

Having examined the basic process steps for pattern transfer through lithography and
having gone through the fabrication procedure of a single n-type MOS transistor, we can
now return to the generalized fabrication sequence of n-well CMOS integrated circuits,
as shown in Fig. 2.1. In the following figures, some of the important process steps
involved in the fabrication of a CMOS inverter will be shown by a top view of the
lithographic masks and a cross-sectional view of the relevant areas.

The n-well CMOS process starts with a moderately doped (with impurity concentra-
tion typically less than 1015 cm"3) p-type silicon substrate. Then, an initial oxide layer is
grown on the entire surface. The first lithographic mask defines the n-well region. Donor
atoms, usually phosphorus, are implanted through this window in the oxide.
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. (a)
Si - substrate

(b)

Field oxide —____

(c)
Si - substrate Bird's beak

Active area Active area
-— > -——

O]

Si - substrate

Figure 2.5.  Basic steps of the LOCOS process to create oxide isolation around active areas.

Once the n-well is created, the active areas of the nMOS and pMOS transistors can be
defined. Figures 2.6 through 2.11 illustrate the significant milestones that occur during
the fabrication process of a CMOS inverter. The main process steps for the fabrication

. of aCMOS inverter are also illustrated in Plate 3, Plate 4 and Plate S. The cross-sectional

figures presented here were generated using the DIOS™ multi-dimensional process
simulator and PROSIT™ 3-D structural modeling tool, by ISE Integrated Systems
Engineering AG, Zurich, Switzerland.



Gate oxide

p-type substrate

Figure 2.6.  Following the creation of the n-well region, a thick field oxide is grown in the areas
‘surrounding the transistor's active regions, and a thin gate oxide is grown on top of the active
regions. The thickness and the quality of the gate oxide are two of the most critical fabrication
parameters, since they strongly affect the operational characteristics of the MOS transistor, as well
as its long-term reliability. After Atlas of IC Technologies, by W. Maly [1].
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Polysilicon

p-type substrate

Figure 2.7.  The polysilicon layer is deposited using chemical vapor depdsition (CVD) and
patterned by dry (plasma) etching. The created polysilicon lines will function as the gate
electrodes of the nMOS and the pMOS transistors and their interconnects. Also, the polysilicon

gates act as self-aligned masks for the source and drain implantations that follow this step. After
Atlas of IC Technologies, by W. Maly [1].



Polysilicon

A\

source and drain
region implants

p-type substrate

Figure 2.8.  Using a set of two masks, the n+ and p+ regions are implanted into the substrate and
into the n-well, respectively. Also, the ohmic contacts to the substrate and to the n-well are

implanted in this process step. After Atlas of IC Technologies, by W. Maly [1].
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TR M

p-type substrate

Figure 2.9.  An insulating silicon dioxide layer is deposited over the entire wafer using CVD.
Then, the contacts are defined and etched away to expose the silicon or polysilicon contact
windows. These contact windows are necessary to complete the circuit interconnections using the
metal layer, which is patterned in the next step. After Atlas of IC Technologies, by W. Maly [1].



Metal e e

p-type substrate

Figure 2.10. Metal (aluminum) is deposited over the entire chip surface using metal evapora-
tion, and the metal lines are patterned through etching. Since the wafer surface is non-planar, the
quality and the integrity of the metal lines created in this step are very critical and are ultimately
essential for circuit reliability. After Atlas of IC Technologies, by W. Maly [1].
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n-type p-type
GND diffusion Output diffusion vDD
Metal  pgysiiicon
GND)  gad

nMOS transistor

p-type substrate pMOS transistor

Figure 2.11. The composite layout and the resulting cross-sectional view of the chip, showing
one nMOS and one pMOS transistor (in the n-well), and the polysilicon and metal interconnec-
tions. The final step is.to deposit the passivation layer (for protection) over the chip, except over
wire-bonding pad areas. After Atlas of IC Technologies, by W. Maly [1].



2.4. Layout Design Rules

The physical mask layout of any circuit to be manufactured using a particular process
must conform to a set of geometric constraints or rules, which are generally called layout
design rules. These rules usually specify the minimum allowable line widths for physical
objects on-chip such as metal and polysilicon interconnects or diffusion areas, minimum
feature dimensions, and minimum allowable separations between two such features. If
ametal line width is made too small, for example, it is possible for the line to break during
. the fabrication process or afterwards, resulting in an open circuit. If two lines are placed
too close to each other in the layout, they may form an unwanted short circuit by merging
during or after the fabrication process. The main objective of design rules is to achieve,
for any circuit to be manufactured with a particular process, a high overall yield and
reliability while using the smallest possible silicon area.

. Note that there is usually a trade-off between higher yield, which is obtained through
conservative geometries, and better area efficiency, which is obtained through aggres-
sive, high-density placement of various features on the chip. The layout design rules
- which are specified for a particular fabrication process normally represent a reasonable
. optimum point in terms of yield and density. It must be emphasized, however, that the
design rules do not represent strict boundaries which separate "correct” designs from
“incorrect” ones. A layout which violates some of the specified design rules may still
result in an operational circuit with reasonable yield, whereas another layout observing
all specified design rules may result in a circuit which is not functional and/or has very
low yield. To summarize, we can say, in general, that observing the layout design rules
" significantly increases the probability of fabricating a successful product with high yield.

The design rules are usually described in two Ways:

(i) Micronrules, in which the layout constraints such as minimum feature sizes and
minimum allowable feature separations are stated in terms’ of absolute
dimensions in micrometers, or,

(ii) Lambda rules, which specify the layout constraints in terms of a single
parameter (1) and thus allow linear, proportional scaling of all geometrical
constraints.

Lambda-based layout design rules were originally devised to simplify the industry-
standard micron-based design rules and to allow scaling capability for various processes.
It must be emphasized, however, that most of the submicron CMOS process design rules
do not lend themselves to straightforward linear scaling. The use of lambda-based design
rules must therefore be handled with caution in submicron geometries. In the following,
we present a sample set of the lambda-based layout design rules devised for the MOSIS
(MOS Implementation System) CMOS process and illustrate the implications of these
rules on a section of a simple layout which includes two transistors (Fig. 2.12). The
complete set of MOSIS CMOS scalable design rules are also illustrated in color in Plate
6 and Plate 7.
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Rule number

R1
R2

R3

R4 .

RS
R6

R7

RS
R9

R10
R11
R12
R13
‘R14

R15
R16

R17
R18
R19
R20

Figure 2.12. Tllustration of some of the typical MOSIS layout design rules.

MOSIS Layout Design Rules (sainple set)

Description
Active area rules

Minimum active area width
Minimum active area spacing

Polysilicon rules

Minimum poly width

Minimum poly spacing

Minimum gate extension of poly over active
Minimum poly-active edge spacing

(poly outside active area)

Minimum poly-active edge spacing

(poly inside active area)

Metal rules

Minimum metal width
Minimum metal spacing

Conthct rules

Poly contact size

Minimum poly contact spacing

Minimum poly contact to poly edge spacing
Minimum poly contact to metal edge spacing
Minimum poly contact to active edge spacing

Active contact size

Minimum active contact spacing

(on the same active region)

Minimum active contact to active edge spacing
Minimum- active contact to metal edge spacing
Minimum active contact to poly edge spacing
Minimum active contact spacing

(on different active regions)

A-Rule

3\
3\

2\
2A
2%
1A

3\

3\
3\

2A
2A
1A
1A
3

2A
2A

1A
1A
3\
6)
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Figure 2.12. Tllustration of some of the typical MOSIS layout design rules (continued).
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2.5. Full-Custom Mask Layout Design

In this section, the basic mask layout principles for CMOS inverters and logic gates will
be presented. The design of physical layout is very tightly linked to overall circuit
performance (area, speed, and power dissipation) since the physical structure directly
determines the transconductances of the transistors, the parasitic- capacitances and
resistances, and obviously, the silicon area which is used for a certain function. On the
other hand, the detailed mask layout of logic gates requires a very intensive and time-
consuming design effort, which is justifiable only in special circumstances where the area
and/or the performance of the circuit must be optimized under very tight constraints.
Therefore, automated layout generation (e.g., using a standard cell library, computer-
aided placement-and-routing) is typically preferred for the design of most digital VLSI
circuits. In order to judge the physical constraints and limitations, however, the VLSI
designer must also have a good understanding of the physical mask layout process.
The physical (mask layout) design of CMOS logic gates is an iterative process which
starts with the circuit topology (to realize the desired logic function) and the initial sizing

~ of the transistors (to realize the desired performance specifications). At this point, the

designer can only estimate the total parasitic load at the output node, based on the fan-
out, the number of devices, and the expected length of the interconnection lines. If the
logic gate contains more than 4 to 6 transistors, the topological graph representation and
the Euler-path method allow the designer to determine the optimum ordering of the
transistors (see Chapter 7). A simple stick diagram layout can now be drawn, showing the
locations of the transistors, the local interconnections between the transistors, and the.
locations of the contacts.

After a topologically feasible layout is found, the mask layers are drawn (using a
layout editor tool) according to the layout design rules. This procedure may require
several small iterations in order to accommodate all the design rules, but the basic
topology should not change very significantly. Following the final DRC (Design Rule
Check), a circuit extraction procedure is performed on the finished layout to determine
the actual transistor sizes, and more importantly, the parasitic capacitances at each node.
The result of the extraction step is usually a detailed SPICE input file, which is
automatically generated by the extraction tool. Now, the actual performance of the circuit
can be determined by performing a SPICE simulation, using the extracted net-list. If the
simulated circuit performance (e.g., transient response times or power dissipation) do not
match the desired specifications, the layout must be modified and the whole process must
be repeated. The layout modifications are usually concentrated on the (W/L) ratios of the
transistors (transistor resizing), since the width-to-length ratios of the transistors deter-
mine the device transconductance and the parasitic source/drain capacitances. The
designer may also decide to change parts or all of the circuit topology in order to reduce-
the parasitics. The flow diagram of this iterative process is shown in Fig. 2.13.

CMOS Inverter Layout Design

In the following, the mask layout design of a CMOS inverter will be examined step-by-
step, as an example for the application of layout design rules. First, we need to create the
individual transistors according to the design rules. Assume that we attempt to design the
inverter with minimum-size transistors. The width of the active area is then determined
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Figure 2.13. Typical design flow for the production of a mask layout.
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by the minimum diffusion contact size (which is necessary for source and drain
connections) and the minimum separation from diffusion contact to both active area

edges. The width of the polysilicon line over the active area (which is the gate of the.

transistor) is typically taken as the minimum poly width (Fig. 2.14). Then, the minimum
overall length of the active area is determined by the following sum: (minimum

polysilicon width) + 2 X (minimum poly-to-contact spacing) + 2 X (minimum contact -

size) + 2 X (minimum spacing from contact to active area edge).

minimum width
of polysilicon

-~

[ minimum
s minimum separation from contact size
g § contact to active edge -
3a )
E2 | minimum contact size ‘
€ § . minimum geparation from
] contact to active edge
E g minimum separation from minimum separation from ’
: contact to activeLedge contact to polysilicon edge

minimum length of active area

Figure 2.14. Design rules which determine the dimensions of a minimum-size transistor.

The pMOS transistor must be placed in an n-well region, and the minimum size of
the n-well is dictated by the pMOS active area and the minimum n-well overlap over n+.
The distance between the nMOS arid the pMOS transistor is determined by the minimum
separation between the n+ active area and the n-well (Fig. 2.15). The polysilicon gates
of the nMOS and the pMOS transistors are usually aligned, so that the gate connections
canbe made with a single polysilicon line of least possible length. The reason for avoiding
long polysilicon connections (as a general layout practice) is the fact that the large
parasitic resistance and the parasitic capacitance of polysilicon lines may result in
significant RC delays. Thus, even local signal connections are preferably made with
metal lines as much as possible, and metal-polysilicon contacts are used to provide the
electrical connection between the two layers, wherever necessary.

The final step in the mask layout is the local interconnections in metal for the output
node, VDD and GND contacts (Fig. 2.16). The dimensions of metal lines in a mask layout
are usually dictated by the minimum metal width and the minimum metal separation
(between two neighboring lines, on the same level). Notice that in order to be biased
properly, the n-well region must also have a VDD contact.




n-well

. pMOS

minimum overlap of n-well
over p+ active area

minimum separation
between the nMOS and

minihum separation between the pMOS transistor

n+ active area and n-well

. nMOS |

Figure 2.15. Design rules which determine the separation between the nMOS and the pMOS
transistor of the CMOS inverter.

Having examined the main steps of a typical CMOS inverter mask layout design, we
have to emphasize that this example obviously represents only one of many possibilities
for the layout of this circuit. The layout design rules dictate. a set of limitations for the
mask geometry, yet the full-custom layout design process still allows a large number of
variations in terms of device sizing, the placement of individual devices, and the routing
of interconnections between the devices; even for a simple circuit consisting of only two
transistors. Depending on the dominant design criteria and design constraints (minimi-
zation of overall silicon area, minimization of delay times, placement of input/output
pins, etc.), one can choose a certain mask layout design over other alternatives. Some
layout examples of CMOS inverters and simple logic gates are also presented in Plate 8.
Notice that the number of layout possibilities also tends to increase with circuit
complexity, i.e., with the number of transistors involved in the design.
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n-well VDD n-well

. contact

VDD . pMOS
INPUT
OUTPUT
metal-poly
contact
GND . nMOS

Figure 2.16. Complete mask layout of the CMOS inverter.
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Exercise Problems

Design three masks for diffusion, window, and metal layers to realize a 1-kQ

resistor with n-type diffusion with sheet resistance of 100 Q per square and lead

metal lines. The minimum feature size allowed is 1 um for line width and window
opening. Also, 0.5-um extension of metal feature and diffusion feature over the
window opening is required.

Discuss whether the mask set in Problem 2.1 will realize the resistance exactly.
What would be the effect of window design on the resistance? Discuss at least two
other mechanisms in the processing that can make the processed resistance deviate
from the target value even if the effect of the window is neglected.

Let us now assume that the variation in the resistance is affected only by the exact
line feature sizes. Discuss the pros and cons of having the line width at a minimum
as compared to making the width larger than the minimum width,

A method for reducing interconnection resistance in the polysilicon lines is to use
silicide material deposited on top to form polycide. This process can reduce the
nominal sheet resistance from 20 Q to 2 Q or even less. For the same purpose,
silicide material is also deposited on top of source and drain diffusions in MOS
transistors. Thus, a single-step deposition of silicide can be achieved on polysilicon
gates and source and drain regions of MOS transistors. Discuss how such
deposition can be achieved without causing electrical shorts between the gate and
source or drain of an individual transistor.

In VLSI technologies with multiple layers of metallic interconnects, one of the
most yield-limiting processes is the patterning of metal lines, especially when the
surface features before metal deposition are not flat. To achieve flat surfaces,
chemical mechanical polishing (CMP) has been introduced. Discuss the side
effects of CMP on the circuit performance and on the process steps that follow
CMP. .

Discuss the difficulties in processing a window mask which contains a wide
variation of window sizes, i.e., both very large rectangles and minimum-size
square shapes. In particular, what problem would you expect when the process
control is based on the monitoring of the smallest windows? How about the
opposite case in which the process control is based on the largest window?
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2.7

28

Photolithography has been the driving force behind massive processing of MOS
chips at low cost. Despite significant improvements in both photolithography and
photoresist materials, it has become increasingly more difficult to process very
small, deep submicron feature sizes. Alternatives can be X-ray lithography or
direct electron-beam writing. Discuss the difficulties inherent in such alternatives.

Consider a chip design using 10 mask levels. Suppose that each mask can be made
with 98% yield. Determine the composite mask yield for the set of 10 masks.
Would the processed chip yield be lower or higher than this composite yield? If
your results are inconclusive, explain the reason.




CHAPTER 3

- MOS TRANSISTOR

The MOS Field Effect Transistor (MOSFET) is the fundamental building block of MOS
and CMOS digital integrated circuits. Compared to the bipolar junction transistor (BJT),
the MOS transistor occupies arelatively smaller silicon area, and its fabrication involves
fewer processing steps. These technological advantages, together with the relative
simplicity of MOSFET operation, have helped make the MOS transistor the most widely
 used switching device in LSI and VLSI circuits. In this chapter, we will examine the basic
structure and the electrical behavior of nMOS (n-channel MOS), as well as pMOS (p-
channel MOS) devices. The nMOS transistor is used as the primary switching device in
virtually all digital circuit applications, whereas the pMOS transistor is used mostly in
conjunction with the nMOS device in CMOS circuits. However, the basic operation
principles of both nMOS and pMOS transistors are very similar to each other.

This chapter starts with a detailed investigation of the basic electrical and physical
properties of Metal Oxide Semiconductor (MOS) systems, upon which the MOSFET
structure is based. We will consider the effects of external bias conditions on charge
distribution in the MOS system and on the conductance of free carriers. It will be shown
~ that, in field effect devices, the current flow is controlled by externally applied electric
- fields, and that the operation depends only on the majority carrier flow between two
device terminals. Next, the current-voltage characteristics of MOS transistors will be
examined in detail, including physical limitations imposed by small device geometries
and various second-order effects observed in MOSFETS. Note that these considerations
will be particularly important for the overall performance of large-scale digital circuits
built by using small-geometry MOSFET devices.
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3.1. The Metal Oxide Semiconductor (MOS) Structure

We will start our investigation by considering the electrical behavior of the simple two- .
terminal MOS structure shown in Fig. 3.1. Note that the structure consists of three layers:
The metal gate electrode, the insulating oxide (8i0,) layer, and the p-type bulk
semiconductor (Si), called the substrate. As such, the MOS structure forms a capacitor,
with the gate and the substrate acting as the two terminals (plates) and the oxide layer as
the dielectric. The thickness of the silicon dioxide layer is usually between 10 nm and 50
nm. The carrier concentration and its local distribution within the semiconductor
substrate can now be manipulated by the external voltages applied to the gate and
substrate terminals. A basic uriderstanding of the bias conditions for establishing
different carrier concentrations in the substrate will also provide valuable insight into the
operating conditions of more complicated MOSFET structures.

o Vg (Gate voltage)

Gate

Oxide
(8iOz)

Semiconductor

'substrate p-type doped Si

l Vg (Substrate voltage)

Figure 3.1. Two-terminal MOS structure.
Consider first the basic electrical properties of the semiconductor (Si) substrate,

which acts as one of the electrodes of the MOS capacitor. The equilibrium concentrations
of mobile carriers in a semiconductor always obey the Mass Action Law given by

n-p=n} - - (3.1)

Here,_ n and p denote the mobile carrier concentrations of electrons and holes, respec-
tively, and n; denotes the intrinsic carrier concentration of silicon, which is a function of

. the temperature T. Atroom temperature, i.e., T=300K, n; is approximately equal to 1.45

x 1010 ¢cm-3. Assuming that the substrate is unlformly doped with an acceptor (e.g.,
Boron) concentration N, the equilibrium electron and hole concentrations in the p-type
substrate are approximated by

3.2)



- Thedoping concentration N 4 is typically on the order of 1015t0 1016 cm™3; thus, it is much

greater than the intrinsic carrier concentration n; . Note that the bulk electron and hole
concentrations givenin (3.2) are valid in the regions farther away from the surface, where
the semiconductor substrate and the oxide layer meet. The conditions on the surface,
- however, are far more significant for the electrical behavior and the operation of the MOS
- system, and we will discuss these conditions in more detail.

The energy band diagram of the p-type substrate is shown in Fig. 3.2. The band-gap
between the conduction band and the valence band for silicon is approximately 1.1 eV.
The location of the equilibrium Fermi level Er within the band-gap is determined by the
- doping type and the doping concentration in the silicon substrate. The Fermi potential ¢,
. which is a function of temperature and doping, denotes the difference between the
intrinsic Fermi level E;, and the Fermi level Ep.

E; -E,
Op =—F— (3.3)
q ,
Eo Free space
m .
Ec ! Conduction band
Band-gap
energy
116V
Efi - —-t------ -—=- Intrinsic Fermi level
[+
Erp Fermi level
Ey - Valence band
Figure 3.2, Energy band diagram of a p-type silicon substrate.
For a p-type semiconductor, the Fermi potential can be approximated by
kT . n;
¢pp, =—In—- 3.4
P q N, ‘ 34)

.. whereas for an n-type semlconductor (doped with a donor concentration N p)» the Fermi
¢ potential is given by

A
a n

Opn = 3.5)

Here, k denotes the Boltzmann constant and g denotes the unit (electron) charge. Note that
the definitions given in (3.4) and (3.5) result in a positive Fermi potentlal for n-type
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material, and a negative Fermi potential for p-type material. We will use this convention
throughout the text. The electron affinity of silicon, which is the potential difference
between the conduction band level and the vacuum (free-space) level, is denoted by gy
in Fig. 3.2. The energy required for an electron to move from the Fermi level into free
space is called the work function q®g, and is given by

N

9P = qx +(E, ~ Ef) 3.6)
! ! !
Metal (Al) ! Oxide ! Semiconductor (Si)
Eo ] ]
X oxid
q@y 0. nge\j aX silicon
410V Ec — 4150V
\
EFm e Ec
Band-gap
energy
1.1V
8eV Ei i B
Erp
Ey !
Ey - Y

Figure 3.3.  Energy band diagrams of the components that make up the MOS system.

The insulating silicon dioxide layer between the silicon substrate and the gate has a large
band-gap of about 8 eV and an electron affinity of about 0.95 eV. On the other hand, the
work function g@,, of an aluminum gate is about 4.1 eV. Figure 3.3 shows the energy
band diagrams of metal, oxide, and semiconductor layers in a MOS system as three
separate components.

Now consider that the three components of the ideal MOS system are brought into
physical contact. The Fermi levels of all three materials must line up, as they form the
MOS capacitor shown in Fig. 3.1. Because of the work-function difference between the
metal and the semiconductor, a voltage drop occurs across the MOS system. Part of this
built-in voltage drop occurs across the insulating oxide layer. The rest of the voltage drop
(potential difference) occurs at the silicon surface next to the silicon-oxide interface,
forcing the energy bands of'silicon to bend in this region. The resulting combined energy
band diagram of the MOS system is shown in Fig. 3.4. Notice that the equilibrium Fermi
levels of the semiconductor (Si) substrate and the metal gate are at the same potential. The
bulk Fermi level is not significantly affected by the band bending, whereas the surface
Fermi level moves closer to the intrinsic Fermi (mid-gap) level. The Fermi potential at
the surface, also called surface potential ¢, is smaller in magnitude than the bulk Fermi
potential ¢r.



0

Erm Erp

. Semiconductor (éi)
Metal (Al) Oxide p-type

" Figure 3.4.  Energy band diagram of the combined MOS system.

Example 3.1.

Consider the MOS structure that consists of a p-type doped silicon substrate, a silicon
dioxide layer, and a metal (aluminum) gate. The equilibrium Fermi potential of the
doped silicon substrate is given as q¢Fp = 0.2 eV. Using the electron affinity for silicon
and the work function for aluminum given in Fig. 3.3, calculate the built-in potential
difference across the MOS system. Assume that the MOS system contains no other
charges in the oxide or on the silicon-oxide interface. v

First, we have to calculate the work function for the doped silicon, which is given by
(3.6). Since the electron affinity of silicon is 4.15 eV, the work function qPyis found as

qPs =4.15eV+0.75eV=4.9¢eV

". Now calculate the work function difference between the silicon substrate and the

aluminum gate. Note that the work function of aluminum is given as 4.1 eV in Fig. 3.3.
Thus, the built-in potential difference across this MOS system is

q®Py, —qPs =41eV-4.9eV=-08eV
If a voltage corresponding to this potential difference is applied externally between the
gate and the substrate, the bending of the energy bands near the surface can be
compensated, i.e., the energy bands become "flat.” Thus, the voltage defined by

Vg = @y — Ps

is called the flar-band voltage.
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3.2. The MOS System under External Bias

We now turn our attention to the electrical behavior of the MOS structure under
externally applied bias voltages. Assume that the substrate voltage is set at Vp=0, and
let the gate voltage be the controlling parameter. Depending on the polarity and the
magnitude of Vg, three different operating regions can be observed for the MOS system:
accumulation, depletion, and inversion. _

If a negative voltage V,; is applied to the gate electrode, the holes in the p-type
substrate are attracted to the semiconductor-oxide interface. The majority carrier concen-
tration near the surface becomes larger than the equilibrium hole concentration in the
substrate; hence, this condition is called carrier accumulation on the surface (Fig. 3.5).
Note that in this case, the oxide electric field is directed towards the gate electrode. The
negative surface potential also causes the energy bands to bend upward near the surface.
While the hole density near the surface increases as a result of the applied negative gate
bias, the electron (minority carrier) concentration decreases as the negatively charged
electrons are pushed deeper into the substrate

-

Metal (Al) Oxide Semiconductor (Si)

\ p-type

E Fm ¥ E c

9 \ dVa N ‘ E.
....................... i

Holes accumulated EFp
on the surface Ev

Figure 3.5. The cross-sectional view and the energy band diagram of the MOS structure
operating in accumulation region.

Now consider the next case in which a small positive gate bias V, is applied to the
gate electrode. Since the substrate bias is zero, the oxide electric f1eld will be directed
towards the substrate in this case. The positive surface potential causes the energy bands
to bend downward near the surface, as shown in Fig. 3.6. The majority carriers, i.e., the
holes in the substrate, will be repelled back into the substrate as a result of the positive
gate bias, and these holes will leave negatively charged fixed acceptor ions behind. Thus,
a depletion region is created near the surface. Note that under this bias condition, the
region near the semiconductor-oxide interface is nearly devoid of all mobile carriers.

The thickness x of this qepletion region on the surface can easily be found as a
function of the surface potential ¢, Assume that the mobile hole charge in a thin
horizontal layer parallel to the surface is
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Metal (Al) . Oxide Semiconductor (Si) R
/ _ piype MOS Transistor
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....................... Ej
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\

. Figure 3.6. 'The cross-sectional view and the energy band diagram of the MOS structure
- operating in depletion mode, under small gate bias.

dQ=-q-N,-dx ' (3.7)

The change in surface potential required to displace this charge sheet dQ by a distance
x,away from the surface can be found by using the Poisson equation.

dp,=-x-===TA 24 (3.8)

Integrating (3.7) along the vertical dimension (perpendicular to the surface) yields

(A Xd N
| 4 Nax
[a0.=] — & (39)
or 0 Si .
0.~ 0 - q:-Ny 'xﬁ
s — PF —25sz (3.10)

Thus, the depth of the depletion region is

2e i ¢s_¢ ’
%4 =1fsql,—NAF| (3.11)

and the depletion region charge density, which consists solely of fixed acceptor ions in
this region, is given by the following expression
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Q=g Ny-x4==29 Ny Eg; |9, = 0| (3.12)

The amount of this depletion region charge plays a very important role in the analysis of
threshold voltage, as we will examine shortly.
To complete our qualitative overview of different bias conditions and their effects

. upon the MOS system, consider next a further increase in the positive gate bias. As aresult .

of the increasing surface potential, the downward bending of the energy bands will
increase as well. Eventually, the mid-gap energy level E; becomes smaller than the Fermi
level E Fp OD the surface, which means that the substrate semiconductor in this region
becomes n-type. Within this thin layer, the electron density is larger than the majority
hole density, since the positive gate potential attracts additional minority carriers
(electrons) from the bulk substrate to the surface (Fig.3.7). The n-type region created near
the surface by the positive gate bias is called the inversion layer, and this condition is
called surface inversion. It will be seen that the thin inversion layer on the surface with
a large mobile electron concentration can be utilized for conducting current between two
terminals of the MOS transistor.

Vg >0 (large)
Matal (Al) Oxide Semiconductor (Si)

/ p-type

Electrons attracted
to the surface

P A (S —— E;
\ e Erp
. Va E
p-type Si substrate ' Depletion region v

Efm 4

Figure 3.7. The cross-sectional view and the energy band diagram of the MOS structure in

surface inversion, under larger gate bias voltage.

As a practical definition, the surface is said to be inverted when the density of mobile
electrons on the surface becomes equal to the density of holes in the bulk (p-type)
substrate. This condition requires that the surface potential has the same magnitude, but
the reverse polarity, as the bulk Fermi potential ¢. Once the surface is inverted, any

further increase in the gate voltage leads to an increase of mobile electron concentration

on the surface, but'not to an increase of the depletion depth. Thus, the depletion region
depth achieved at the onset of surface inversion is also equal to the maximum depletion
depth, x,,, which remains constant for higher gate voltages. Using the inversion
condition ¢, = - ¢, the maximum depletion region depth at the onset of surface inversion
can be found from (3.11) as follows:




2-eg ‘|2.¢F|

3.13
q-Ny ©.13

Xim =

The creation of a conducting surface inversion layer through externally applied gate bias
is an essential phenomenon for current conduction in MOS transistors. In the following
section, we will examine the structure and the operatlon of the MOS Field Effect
Transistor (MOSFET).

3.3. Structure, and Operation of MOS Transistor (MOSFET)

The basic structure of an n-channel MOSFET is shown in Fig. 3.8. This four-terminal

device consists of a p-type substrate, in which two n* diffusion regions, the drain and the ‘

source, are formed. The surface of the substrate region between the drain and the source
is covered with a thin oxide layer, and the metal (or polysilicon) gate is deposited on top
- of this gate dielectric. The midsection of the device can easily be recognized as the basic
MOS structure which was examined in the previous sections. The two n* regions will be
the current-conducting terminals of this device. Note that the device structure is
“ completely symmetrical with respect to the drain and source regions; the different roles
of these two regions will be defined only in conjunction with the applled terminal voltages

- and the direction of the current flow.

CHANNEL
WIDTH (W)

CHANNEL LENGTH (L)

SUBSTRATE (p-Si)

Figure 3.8. The physical structure of an n-channel enhancement-type MOSFET.

A conducting channel will eventually be formed through applied gate voltage in the
section of the device between the drain and the source diffusion regions. The distance
- between the drain and source diffusion regions is the channel length L, and the lateral

extent of the channel (perpendicular to the length dimension) is the channel width W.

Both the channel length and the channel width are important parameters which can be
- used to control some of the electrical properties of the MOSFET. The thickness of the
oxide layer covering the channel region, ¢, is also an important parametep.
'AMOS transistor which has no conducting channel region at zero gate bias is called
‘anenhancement-type (or enhancement-mode) MOSFET. If a conducting channel already

exists at zero gate bias, on the other hand, the device is called a depletion-type (or
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depletion-mode) MOSFET. Ina MOSFET with p-type substrate and with n* source and
drainregions, the channel region to'be formed on the surface is n-type. Thus, such adevice
with p-type substrate is called an n-channel MOSFET. In a MOSFET with n-type
substrate and with p* source and drain regions, on the other hand, the channel is p-type
and the device is called a p-channel MOSFET.

dod o dd

4-Terminal Simplified_ Simplified 4-Terminal Simplified Simplified

n-channel MOSFET : p-channel MOSFET

Figure 3.9.  Circuit symbols for n-channel and p-channel enhancement-type MOSFETs.

The abbreviations used for the device terminals are: G for the gate, D for the drain,
S for the source, and B for the substrate (or body). In an n-channel MOSFET, the source
is defined as the n* region which has a lower potential than the other n* region, the drain.
By convention, all terminal voltages of the device are defined with respect to the source
potential. Thus, the gate-to-source voltage is denoted by Vs, the drain-to-source voltage
is denoted by V¢, and the substrate-to-source voltage is denoted by Vgg- Circuit symbols
for both n-channel and p-channel enhancement-type MOSFETs are shown in Fig. 3.9.
While the four-terminal symbolic representation shows all external terminals of the -
device, the simple three-terminal representation will also be used extensively. Note that
in the simple MOSFET circuit symbol, the small arrow always marks the source terminal.

Consider first the n-channel enhancement-type MOSFET shown in Fig. 3.8. The
simple operation principle of this device is: control the current conduction between the
source and the drain, using the electric field generated by the gate voltage as a control
variable. Since the current flow in the channel is also controlled by the drain-to-source
voltage and by the substrate voltage, the current can be considered a function of these
external terminal voltages. We will examine in detail the functional relationships
between the channel current (also called the drain current) and the terminal voltages. In
order to start current flow between the source and the drain regions, however, we have
to form a conducting channel first. (

The simplest bias condition that can be applied to the n-channel enhancement-type
MOSFET is shown in Fig: 3.10. The source, the drain, and the substrate terminals are all
connected to ground. A positive gate-to-source voltage V; is then applied to the gate in
order to create the conducting channel underneath the gate. With this bias arrangement,
the channel region between the source and the drain diffusions behaves exactly the same
as for the simple MOS structure we examined in Section 3.2. For small gate voltage
levels, the majority carriers (holes) are repelled back into the substrate, and the surface
of the p-type substrate is depleted. Since the surface is devoid of any mobile carriers,
current conduction between the source and the drain is not possible.



Vg =0 Ves<VToT . Vog =0

SUBSTRATE (p-Si) DEPLETION REGION

I~

Figure 3.10. Formation of a depletion region in an n-channel enhancement-type MOSFET.

Now assume that the gate-to-source voltage is further increased. As soon as the
surface potential in the channel region reaches — @, surface inversion will be estab-
lished, and a conducting n-type layer will form between the source and the drain diffusion
regions (Fig. 3.11). This channel now provides an electrical connection between the two
n* regions, and it allows current flow, as long as there is a potential difference between
the source and the drain terminal voltages (Fig. 3.12). The bias conditions for the onset
of surface inversion and for the creation of the conducting channel are therefore very
significant for MOSFET operation. ‘

The value of the gate-to-source voltage V ;¢ needed to cause surface inversion (to
create the conducting channel) is called the threshold voltage Vy,. Any gate-

Metal (Al) Oxide Semiconductor (Si)

/ p-type

' )
B A — Ei
] el
aVro : Ev
EFm /

Figure 3.11. Band diagrarh of the MOS structure underneath the gate, at surface inversion.
Notice the band bending by [2¢,] at the surface.

to-source voltage smaller than Vp, is not sufficient to establish an inversion layer; thus,
the MOSFET can conduct no current between its source and drain terminals unless V ;¢
>V, - For gate-to-source voltages larger than the threshold voltage, on the other hand,
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a larger number of minority carriers (electrons) are attracted to the surface, which
ultimately contribute to channel current conduction. Also note that increasing the gate-
to-source voltage above and beyond the threshold voltage will not affect the surface
potential and the depletion region depth. Both quantities will remain approximately
constant and equal to their values attained at the onset of surface inversion.

V§=0 Vas > Vo Vos =0
I QATE T

OXIDE

SQURCE
(n+)

INVERSION LAYER (CHANNEL)

SUBSTRATE (p-Si) DEPLETION REGION

i guo

Figure 3.12. Formation of ‘an inversion layer (channel) in an n-channel enhancement-type
MOSFET. :

The Threshold Voltage

In the following, physical parameters affecting the threshold voltage of a MOS structure
will be examined by. considering the various components of Vro- For all practical
purposes, we can identify four physical components of the threshold voltage: (i) the work
function difference between the gate and the channel, (ii) the gate voltage component to
change the surface potential, (iii) the gate voltage component to offset the depletion
region charge, and (iv) the voltage component to offset the fixed charges in the gate oxide
and in the silicon-oxide interface. The analysis will be carried out for an n-channel device,
but the results are applicable to p-channel devices as well, with minor modifications.

The work function difference @~ between the gate and the channel reflects the
built-in potential of the MOS system, which consists of the p-type substrate, the thin
silicon dioxide layer, and the gate electrode. Depending on the gate material, the work
function difference is

Do = Pr(substrate)— ¢y, for metal gate (3.14)
D = Orp(substrate) - ¢ (gate) for polysilicon gate (3.15)

This first component of the threshold voltage accounts for part of the voltage drop across
the MOS system thatis built-in. Now, the externally applied gate voltage must be changed
to achieve surface inversion, i.e., to change the surface potential by — 2¢r- This will be
the second component of the threshold voltage.



Another component of the applied gate voltage is necessary to offset the depletion
- region charge, which is due to the fixed acceptor ions located in the depletion region near
the surface. We can calculate the depletion region charge density at surface inversion (o,
= — ¢p) using (3.12).

Opo =24 Ny - 5|20 (3.16)

Note that if the substrate (body) is biased at a different voltage level than the source,
which is at ground potential (reference), then the depletion region charge density can be
expressed as a function of the source-to-substrate voltage Vgp.

Op =_‘/2q'NA '£Si'|“2¢F+VSB| , 3.17

The component that offsets the depletion region charge is then equal to— Qp/C,,, where
C,, is the gate oxide capacitance per unit area.

£ ‘ .
Cox =—% (3.18)

tox

Finally, we must consider the influence of a nonideal physical phenomenon which
we have neglected until now. There always exists a fixed positive charge density Q ox At
the interface between the gate oxide and the silicon substrate, due to impurities and/or
lattice imperfections at the interface. The gate voltage component that is necessary to
offset this positive charge at the interface is—Q  _/C .. Now, we can combine all of these
voltage components to find the threshold voltage. For Zero substrate bias, the threshold
voltage Vo, is expressed as follows:

[
C

ox Cox

Vro = Pge =20 - (3.19)

For nonzero substrate bias, on the other hand, the depletion charge density term must be

.~ modified to reflect the influence of V¢p upon that charge, resulting in the following

generalized threshold voltage expression.

Vr = ¢GC_2¢F_&_ Qor

c. C._ ' (3.20)

ox ox

The generalized form of the threshold voltage can also be written as

- 321
ox Cox Cox ! Cox ( )

Note that in this case, the threshold voltage differs from V.  only by an additive term. This
substrate-bias term is a simple function of the material constants and of the source-to-
substrate voltage Vp.
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Op—0Ogo _ _ 24Ny ey -(x/|—2¢p + Vsl —\/I2¢p|)

: (3.22)
CHAPTER 3 - Cox Cox

Thus, the most general expression of the threshold voltage V- can be found as follows:

Vr=Vpo + Y‘(\/I“2v¢p + VSBI - \/|2¢F|) 3.23)

where the parameter y

72q9-N,-€ N
y:% (3.24)

ox

is the substrate-bias (or body-effect) coefficient.

The threshold voltage expression given in (3.23) can be used both for n-channel and
p-channel MOS transistors. One must be careful, however, since some of the terms and
coefficients in this equation have different polarities for the n-channel (nMOS) case and
for the p-channel (pMOS) case. The reason for this polarity difference is that the substrate
semiconductor is p-type in an n-channel MOSFET and n-type in a p-channel MOSFET.
Specifically, L

*  The substrate Fermi potential @r is negative in nMOS, positive in pMOS.

*  The depletion region charge densities Qpo and Qp are negative in nMOS,
positive in pMOS. :

*  The substrate bias coefficient y is positive in nMOS, negative in pMOS.

*  The substrate bias voltage Vg is positive in nMOS, negative in pMOS.

Typically, the threshold voltage of an enhancement-type n-channel MOSFET is a
positive quantity, whereas the threshold voltage of a p-channel MOSFET is negative.

Example 3.2.

Calculate the threshold voltage Vi, at Vgg = 0, for a polysilicon gate n-channel MOS
transistor, with the following parameters: substrate doping density N 4 = 1016 ¢m3,
polysilicon gate doping density Nj, =2 x 1020cm3, gate oxide thickness t,. =500 A, and
oxide-interface fixed charge density N =4 X 1010 ¢m2, '

First, calculate the Fermi potentials for the p-type substrate and for the n-type
polysilicon gate:

1010
Op(substrate) =L tnf 2 | 0,026 v.1n| 143107 | _ g 35y
, q N, 10




ince the doping density of the polysilicon gate is very high, the heavily doped n-type gate
naterial is expected to be degenerate. Thus, we may assume that the Fermi potential of
he polysilicon gate is approximately equal to the conduction band potential, i.e., Op
gate) = 0.55 V. Now, calculate the work function difference between the gate and the
hannel

Bc = p(substrate) - pr(gate) = ~0.35 V=0.55 V=-0.90 V

he depletion region charge density at Vg = 0 is found as follows:

Qpo = —\/2.q~NA X2 -|—2¢,',~(substrate)|

=—y2-1.6-107°.10'6 .11.7.8.85.107|-2-0.35 = -4.82.10*C/cm?

“The oxide-interface charge is :

_ Qo =9 Ny =16:107°Cx4-10°cm™ = 6.4-10°C/em?
;‘The gate oxide capacitance per unit area is calculated using the dielectric constant of
gilicon dioxide and the oxide thickness z,.

' -14
C,, =Zo - 39188510 Flem _; 43 10 prom?
Lox 500-107 cm

.Now, we can combine all components and calculate the threshold voltage.

Yro = @gc — 205 (substrate) - Qo _ Lo
! 4 Cox Cox

=-0.90-(~0.70) - (-0.69) - 0.09 = 0.40V

Inthis simplified analysis, the doping concentrations of the source and the drain diffusion
regions and the geometry (physical dimensions) of the channel region have no influence
upon the threshold voltage Vi,

Note that the exact value of the threshold voltage of an actual MOS transistor cannot

be determmed using (3.23) in most practical cases, due primarily to uncertainties and

“variations of the doping concentrations, the oxide thickness, and the fixed oxide-interface
charge. The nominal value and the statistical range of the threshold voltage for any MOS

process are ultimately determined by direct measurements, which will be described later

in Section 3.4. In most MOS fabrica_tion processes, the threshold voltage can be adjusted
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by selective dopant ion implantation into the channel region of the MOSFET. For n-
channel MOSFETS, the threshold voltage is increased (made more positive) by adding
extra p-type impurities (acceptor ions). Alternatively, the threshold voltage of the n-

- channel MOSFET can be decreased (made more negative) by implanting n-type impu-
* rities (dopant ions) into the channel region.

The amount of change in the threshold voltage as a result of extra implants can be
approximated as follows. Let the density of implanted impurities be represented by N f
[cm2]. Assume that all implanted ions are electrically active, i.e., each ion contributes
to the depletion region charge. Then, the threshold voltage Vi atzero substrate bias (Vgp
=0) will be shifted by an amount of gN,/C,, . This approximation obviously neglects the
variation of the substrate Fermi level ¢ as the result of extra implan&ﬁut it nevertheless
provides a fair estimate for the threshold voltage shift.

Exercise 3.1

Consider the following p-channel MOSFET process:

Substrate doping N, = 1015 em3, polysilicon gate doping density Np, = 1020 cm™3, gate
oxide thickness 7, = 650 A, and oxide-interface charge density N, =2 X 1010¢m2. Use
&g;=11.7gy and g, = 3.97¢ for the dielectric coefficients of silicon and silicon-dioxide,
respectively.

(a) Calculate the threshold voltage Vi, for Veg=0.

(b) Determine the type and the amount of channel ion implantation which are necessary
to achieve a threshold voltage of Vp=-2V.

Note that, using selective ion implantation into the channel, the threshold voltage of -
an n-channel MOSFET can also be made negative. This means that the resulting nMOS
transistor will have a conducting channel at Vs = 0, enabling current flow between its
source and drain terminals as long as V¢ is larger than the negative threshold voltage.
Such adevice is called a depletion-type (or normally-on) n-channel MOSFET. We will
see several practical applications for depletion-type nMOS transistors in the design of
MOS digital circuits. Except for its negative threshold voltage, the depletion-type n-
channel MOSFET exhibits the same electrical behavior as the enhancement-type n-
channel MOSFET. Figure 3.13 shows the conventional circuit symbols used for deple-

tion-type n-channel MOSFETs. .
\ {
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. Figure 3.13. Circuit symbols for n-channel depletion-type MOSFETs.

[ =
" Example 3.3.

~ Consider the n-channel MOSFET process given in Example 3.2. In several digital circuit
applications, the condition V¢z = 0 cannot be guaranteed for all transistors. We will
examine in this example how a nonzero source-to-substrate voltage Vg affects the
threshold voltage of the MOS transistor.

First, we must calculate the substrate-bias coefficient y using the process parameters
- given in Example 3.2.

N2:q-Ny €5 2-16-107"°.10'°.11.7-8.85-1074

C, 7.03-1078

ye —0.82 vt

Now we compute and plot the threshold voltage V- as a function of the source-to-
substrate voltage Vp. The voltage Vgp will be assumed to vary between zero and 5 V.

Vo= Vi + y.(\/|—2¢p + Vg —\/|2¢F|) - 0.40+0. 82-(y/0.7+ Vg -+0.7)

Itis seen that the threshold voltage variation is about 1.3 V over this range, which could
present serious design problems if neglected. We will see in the following chapters that
the substrate-bias effect is unavoidable in most digital circuits and that the circuit
designer usually must take appropriate measures to account for and/or to compensate for
the threshold voltage variations.
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Variation of the threshold voltage as a function of the source-to-substrate voltage.

MOSFET Operation: A Qualitative View

The basic structure of the n-channel MOS (nMOS) transistor built on a p-type substrate
was shown in Fig. 3.8. The MOSFET consists of a MOS capacitor with two p-n junctions
placed immediately adjacent to the channel region that is controlled by the MOS gate. The
carriers, i.e., electrons in an nMOS transistor, enter the structure through the source
contact (S), leave through the drain (D), and are subject to the control of the gate (G)
voltage. To ensure that both p-n junctions are reverse-biased initially, the substrate
potential is kept lower than the other three terminal potentials.

We have seen that when 0 < V55 < Vipy, the gated region between the source and the '

drain is depleted; no carrier flow can be observed in the channel. As the gate voltage is
increased beyond the threshold voltage (V¢ > Vo), however, the mid-gap energy level
at the surface is pulled below the Fermi level, causing the surface potential ¢ to turn
positive and to invert the surface (Fig. 3.12). Once the inversion layer is established on
the surface, ann-type conducting channel forms between the source and the drain, which
is capable of carrying the drain current.

Next, the inﬂuence of drain-to-source bias Vp,¢ and different modes of drain current
flow will be examined for an nMOS transistor with Viz¢ > V. At Vg = 0, thermal
equilibrium exists in the inverted channel region, and the drain current I}, is equal to zero
(Fig. 3.14(a)). If a small drain voltage V¢ > O is applied, a drain current proportional to
Vpg will flow from the source to the drain through the conducting channel, The inversion
layer, i.e., the channel, forms a continuous current path from the source to the drain. This
operation mode is called the linear mode, or the linear region. Thus, in linear region

operation, the channel region acts as a voltage-controlled resistor. The electron velocity-




~ inthe channel for this case is usually much lower than the drift velocity limit. Note that 65
 as the drain voltage is increased, the inversion layer charge and the channel depth at the

drain end start to decrease. Eventually, for V, s= Vpsap theinversion charge at the drain MOS Transistor
is reduced to zero, which is called the pinch-off point (Fig. 3. 14{@)

Vg=0 Va > Vr T Vp small
Ip l
—| I OXIDE ‘ T |_
SOURCE - - | Draw
@ - CHANNEL \ / =
SUBSTRATE (p-Si) . DEPLETION REGION
Ve
Vg=0 Vo >Vr T Vo = Vpsar
‘I_I OXIDE T |_

SOURCE
(n+)

(b)

PINCH-OFF
POINT
SUBSTRATE (p-Si) DEPLETION REGION

Ve

Vg=0
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(n+)

Va >V T Vo > Vpgar

)

(c)
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SUBSTRATE (p-8i) DEPLETION REGION

$

Ve

Figure 3.14. Cross-sectional view of an n-channel (nMOS) transistor, (a) operating in the linear
region, (b) operating at the edge of saturation, and (c) operating beyond saturation.
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Beyond the pinch-off point, i.e., for Vo> Vpars a depleted surface region forms
adjacent to the drain, and this depletion region grows toward the source with increasing
drain voltages. This operation mode of the MOSFET is called the saturation mode or the

saturation region. For a MOSFET operating in the saturation region, the effective
channel length is reduced as the inversion layer near the drain vanishes, while the

‘channel-end voltage remains essentially constant and equal to Vpg, - (Fig. 3.14(c)). Note

that the pinched-off (depleted) section of the channel absorbs most of the excess voltage
drop (Vpg— Vpsap) and a high-field region forms between the channel-end and the drain
boundary. Electrons arriving from the source to the channel-end are injected into the
drain-depletion region and are accelerated toward the drain in this high electric field,
usually reaching the drift velocity limit. The pinch-off event, or the disruption of the
continuous channel under high drain bias, characterizes the saturation mode operation of
the MOSFET.

The influence of these operating conditions upon the external (terminal) current-
voltage characteristics of the MOS transistor will be examined in the following section.
A good understanding of these relationships, and of the factors involved therein, will be
essential for the design and analysis of MOS digital circuits.

3.4. MOSFET Current-Voltage Characteristics

The analytical derivation of the MOSFET current-voltage relationships for various bias
conditions requires that several approximations be made to simplify the problem.
Without these simplifying assumptions, analysis of the actual three-dimensional MOS
system would become a very complex task and would prevent the derivation of closed-
form current-voltage equations. In the' following, we will use the gradual channel .
approximation (GCA) for establishing the MOSFET current-voltage relationships,
which will effectively reduce the analysis to a one-dimensional current-flow problem.
This will allow us to devise relatively simple current equations that agree well with
experimental results. As in every approximate approach, however, the GCA also has its
limitations, especially for small-geometry MOSFETs. We will investigate the most
significant limitations and examine some of the possible remedies.

Vg=0 Vas ?VTo T

CHANNEL

SUBSTRATE (p-Si) DEPLETION REGION

Tom

Figure 3.15. Cross-sectional view of an n-channel transistor, operating in linear region.




Gradual Channel Approximation

To begin with the current-flow analysis, consider the cross-sectional view of the n-
channel MOSFET operating in the linear mode, as shown in Fig. 3.15. Here, the source
and the substrate terminals are connected to ground, i.e., Vg=Vp=0. The gate-to-source
voltage (V;¢) and the drain-to-source voltage (V) are the external parameters control-
ling the drain (channel) current / p- The gate-to-source voltage is set to be larger than the
threshold voltage Vo, to create a conducting inversion layer between the source and the
drain. We define the coordinate system for this structure such that the x-direction is
perpendicular to the surface, pointing down into the substrate, and the y-direction is
parallel to the surface. The y-coordinate origin (y = 0) is at the source end of the channel.

‘The channel voltage with respect to the source will be denoted by V.(y). Now assume that

the threshold voltage V) is constant along the entire channel region, between y = 0 and
y=L.Inreality, the threshold voltage changes along the channel since the channel voltage
is not constant. Next, assume that the electric field component Ey along the y-coordinate

' is dominant compared to the electric field component E, along the x-coordinate. This

v

‘inverted, i.e.,

assumption will allow us to reduce the current-flow problem in the channel to the y-
dimension only. Note that the boundary conditions for the channel voltage Vv, are:

(3.25)

Also, it is assumed that the entire channel region between the source and the drain is

Vos 2 Vro

3.26
Vop = Vs = Vps 2 Vi (3:26)

- The channel current (drain current) Iy, is due to the electrons in the channel region

traveling from the source to the drain under the influence of the lateral electric field
component E,. Since the current flow in the channel is primarily governed by the lateral
drift of the mobile electron charge in the surface inversion layer, we will consider the

.amount and the bias-voltage dependence of this inversion layer in more detail.

Let Q,;(y) be the total mobile electron charge in the surface inversion layer. This

charge can be expressed as a function of the gate-to-source voltage V;gand of the channel
- voltage V (y) as follows:

& ()=~Co [Vos =Ve()= Vo] (3.27)

Figure 3.16 shows the spatial geometry of the surface inversion layer and indicates its
significant dimensions. Note that the thickness of the inversion layer tapers off as we
move from the source to the drain, since the gate-to-channel voltage causing surface
inversion is smaller at the drain end.

67

MOS Transistor



68

CHAPTER 3

y=L

PR Channel
N\ Width =W

7 4';\ |

Inversion layer (channel)

Channel length = L

Source end

Figure 3.16. Simplified geometry of the surface inversion layer (channel region).

Now consider the incremental resistance dR of the differential channel segment
shown in Fig. 3.16. Assuming that all mobile electrons in the inversion layer have a
constant surface mobility u,, the incremental resistance can be expressed as follows. Note
that the minus sign is due to the negative polarity of the inversion layer charge o

dy .
dR=-—22
Wi, (y) (3.28)

"The electron surface mobility u, used in (3.28) depends on the doping concentration of

the channel region, and its magnitude is typically about one-half of that of the bulk
electron mobility. We will assume that the channel current density is uniform across this
segment. According to our one—dlmensmnal model, the channel (drain) current I, flows
between the source and the drain reglons in the y-coordinate direction. Applying Ohm's
law for this segment yields the voltage drop along the mcremental segment dy, in the y-
direction.

Ip

dV,=Ilp - dR=-———2=L——.dy .
¢ =1ip W, - QI(y) ; (3.29)

This equation can now be integrated along the channel, i.e., from y = O to y=L,usingthe
boundary conditions given in (3.25).

L V
jOID-dy=—W-u,,jf5f(y)-ch | (330)

The left-hand side of this equatlon is simply equal to L I). The integral on the right-hand
side is evaluated by replacing Q; () with (3.27). Thus,



‘ » Vps
ID-L=W-u,,-C0xJ.0 (Vos =V, = Vgo)-dV, (331)

Assuming that the channel voltage V. is the only variable in (3.31) that depends on the
position y, the drain current is found as follows.

Ip= T'T'P (Vas = Vro)Vos - Vlgs} (3.32)

Equation (3.32) represents the drain current [, as a simple second-order function of the
two external voltages, Vs and Ve This current equation can also be rewritten as

k' w
Ip =?"’E'[2'(VGS—VTO)VDS—'VDZS] (3.33)
or .
k
Ip= "2"[2'(Vcs - VTo)VDs - Vgs] (3.34)

where the parameters k and k' are defined as

k'=pu,-C, (3.35)
and

k=Y
L

(3.36)

The drain current equation given in (3.33) is the simplest analytical approximation
for the MOSFET current-voltage relationship. Note that, in addition to the process-
dependent constants k' and Vo, the current-voltage relationship is also affected by the
device dimensions, W and L. In fact, we will see that the ratio of W/L is one of the most
important design parameters in MOS digital circuit design. Now, we must determine the
region of validity for this equation and what this means for the practical use of the
equation.

Example 3.4.

For an n-channel MOS transistor with U, =600 cm2/V's, Cox=7-10‘8 Flcm2, W=20 um,
L=2 pmand V= 1.0 V, examine the relationship between the drain current and the
terminal voltages.
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First, calculate the parameter k:

=600 cm*/V-sx7-10"% F/cm? x ig B _ 0.42 mA/V?
o m

w
k= =Uy-: oxT

Now, the current-voltage equation (3.34) can be written as follows.
- 15 =0.21 mA/V?[2+(Vgs = 1.0)- Vps = Vis]

To examine the effect of the gate-to-source voltage and the drain-to-source voltage upon
the drain current, we will plot I D as a function of Vbs, for different (constant) values of
Vs It can easily be seen that the second-order current-voltage equation given above
produces a set of inverted parabolas for each constant V¢ value.

4 10'3 T T T T T

< 310° | Ves=5V .
- .
E 3 | ]
E 210 __ ...... . . __
: [ _
(é) I VGS =4V »
a 110° ' ]
VGS =3V .
0 100 / 1 1 ] | |
0 1 2 3 4 5 6

Drain Voltage V5 (V)

. The drain current-drain voltage curves shown above reach their peak value for V¢

= Vgs = Vrp- Beyond this maximum, each curve exhibits a negative differential

conductance, which is not observed in actual MOSFET current-voltage measurements
(section shown by the dashed lines). We must remember now that the drain current
equation (3.32) has been derived under the following voltage assumptions,

Vos 2 Vro _
Vop = VYos = Vs 2 Vro

A




which guarantee that the entire channel region between the source and the drain is

inverted. This condition corresponds to the linear operating mode for the MOSFET,

which was examined qualitatively in Section 3.4. Hence, the current equation (3.32) is

valid only for the linear mode operation. Beyond the linear region boundary, i.e., for Vps

values larger than Vs = Vo the MOS transistor will be assumed to be in saturation. A

different current-voltage expression will be necessary for the MOSFET operating in this
region.

Example 3.4 shows that the current equation (3.32) is not valid beyond the linear region/
- saturation region boundary, i.e., for

Vs 2 Vpsar = Vs — Vo (3.37)

Also, drain current measurements with constant Vs show that the current I, does not
~ show much variation as a function of the drain voltage. Vpg beyond the saturation
.~ boundary, but rather remains approximately constant around the peak value reached for
" Vps = Vpsar This saturation drain current level can be found simply by substituting
. (3.37) for Vpgin (3.32). :

cC., W
Ip(sat) = Bo'ter 2 2 (VGS‘VTO) (Vc;s VTO)_(VGS_VT0)2
2 L
Cow (3.38)
=%'_L"(VGS_VTO)2

~ Thus, the drain current I, becomes a function only of the gate-to-source voltage Vos
- beyond the saturation boundary. Note that this constant saturation current approximation
. isnot very accurate in reality, and that the saturation-region drain current continues to
have a certain dependence on the drain voltage. For simple hand calculations, however,
(3.38) provides a sufficiently accurate approximation of the MOSFET drain (channel)
current in saturation. ‘ v
: Figure 3.17 shows the typical drain current versus drain voltage characteristics of an

n-channel MOSFET, as described by the current equations (3.32) and (3.38). The

parabolic boundary between the linear and the saturation regions is indicated here by the
-~ dashed line. The current-voltage characteristics of the MOS transistor can also be
visualized by plotting the drain current as a function of the gate voltage, as shown in Fig.
3.18. This I, - Vs transfer characteristic in saturation mode (Vpg> Vpgar) provides a
simple view of the drain current increasing as a second-order function of the gate-to-
source voltage (cf. Equation (3.38)). The current is obviously equal to zero for any gate
voltage smaller than the threshold voltage Vo
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Figure 3.17. Basic current-voltage characteristics of an n-channel MOS transistor.
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Figure 3.18. Drain current of the n-channel MOS transistor as a function of the gate-to-source
voltage Vg, With Vo> Vo 0 (transistor in saturation),
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- Next, we will examine the mechanisms of channel pinch-off and current flow in MOS Transistor
. saturation mode in more detail. Consider the inversion layer charge Q thatrepresents the :
total mobile electron charge on the surface, given by (3.27). The inversion layer charge

at the source end of the channel is

Q(y=0)=-Cp* (Vs ~Vpo) | (3.39)

“and the inversion layer charge at the drain end of the channel is

Q1(y=L)=~Co, (Vo5 = Vro ~ Vps) (3.40)
: the that at the edge of saturation, i.e., when the drain-to-source voltage reéches Vpsar

Vs = Vpsar = Vs = Vro (341)
the inversion layer éhmge at the drain end becomes zero, éccording to (3.40). In reality,
the channel charge does not become exactly equal to zero (remember that the GCA is just

a simple approximation of the actual conditions in the channel), but it indeed becomes
very small.

Q/(y=L)=0" ' (3.42)

- Thus, we can state that under the bias condition given in (3.41), the channel is pinched-
. off at the drain end, i.e., at y = L. The onset of the saturation mode operation in the
- MOSFET is signified by this pinch-off event. If the drain-to-source voltage Vpg is
. increased even further beyond the saturation edge so that Vps > Vpsar an even larger
: portion of the channel becomes pinched-off.

Vbs > Vpsar

VS=0 VGS >VT° T

=
(n+)

CHANNEL
PINCH-OFF
POINT
. Q)= 0)
SUBSTRATE (p-Si) DEPLETION REGION

| 1 Vo=0

. Figure 3.19. Channel length modulation in an n-channel MOSFET operation in saturation
mode.
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Consequently, the effective channel length (the length of the inversion layer where
GCA is still valid) is reduced to

=L-AL (3.43)

where AL is the length of the channel segment with Q; = 0 (Fig. 3.19). Hence, the pinch-
off point moves from the drain end of the channel toward the source with increasing
drain-to-source voltages. The remaining portion of the channel between the pinch-off
point and the drain will be in depletion mode. Since Q;(y ) =0 for L'< y < L, the channel
voltage at the pinch-off point remains equal to Vo4 7, i€,

V.(y=L")=Vpsr (3.44)

The electrons traveling from the source toward the drain traverse the inverted channel
segment of length L', and then they are injected into the depletion region of length AL that
separates the pinch-off point from the drain edge. As seen in Fig. 3.19, we can represent
the inverted portion of the surface by a shortened channel, with a channel-end voltage of
Vpsar- The gradual channel approximation is valid in this region; thus, the channel
current can be found using (3.38).

w
Ip(sar) = Lo o L (Vo - Vi) (345

Note that this current equation corresponds to a MOSFET with effective channel length
L', operating in saturation. Thus, (3.45) accounts for the actual shortening of the channel,
also called channel length modulation. Since L' < L, the saturation current calculated by
using (3.45) will be larger than that found by using (3.38) under the same bias conditions. '
As L' decreases with increasing Vi, the saturation mode current [ plsat) will also
increase with V5. By approximating the effective channel length L'= L~ AL as a function
of the drain bias voltage, we can modify (3.45) to reflect this drain voltage dependence
First, rewrite the saturation current as follows:

1 | w,-C, w 2
Ip(sat) = - — (Vos Vo)
l_A_LL 2 L

(3.46)

The first term of this saturation current expression accounts for the channel modulation
effect, while the rest of this expression is identical to (3.38). It can be shown that the
channel length shortening AL is actually proportional to the square root of (Vg = Vpgap)-

AL o< 4|V = Vpsar o ' (3.47)



To simplify the analysis even further, we will use the following empmcal relation
between AL and the drain-to-source voltage instead:

AL

Here, A is an empirical model parameter, and is called thie channel length modulation

coefficient. Assuming that /'lVDS << 1, the saturation current given in (3.45) can now be
written as:

(3.49)

This simple current equation prescribes a linear drain-bias dependence for the saturation
currentin MOS transistors, determined by the empirical parameter A. Although this rough
approximation does not accurately reflect the physical relationship between the channel
length shortening AL and the drain bias, (3.49) can be used with sufficient confidence for
most first-order hand calculations. The drain current versus drain-to-source voltage
characteristics of an n-channel MOSFET, obtained by using (3.32) for the linear region
and (3.49) for the saturation region, are shown in Fig. 3.20. The saturation mode current
increases linearly with V)¢ instead of remaining constant. The slope of the current-

voltage curve in the saturation region is determined by the channel length modulation
coefficient A.

[ ' Vesa
Saturation Region

Linear Region

L with channel

length modulation
(#0) \
/ Vesz

neglecting channel
length modulation

(*=0)

Drain Current

i 3 ast ]

i ] 1 1 i

Drain Voltage

Figure 3.20. Current-voltage characteristics of an n-channel MOS tran51stor, including the
channel length modulation effect.
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Substrate Bias Effect

Note that the derivation of linear-mode and saturation-mode current-voltage character-
istics in the previous pages has been done under the assumption that the substrate
potential is equal to the source potential, i.e., Vgg = 0. Consequently, the zero-substrate
bias threshold voltage Vr,has been used in the current equations. In many digital circuit
applications, on the other hand, the source potential of an nMOS transistor can be larger
than the substrate potential, which results in a positive source-to-substrate voltage Vop >
0. In this case, the influence of the nonzero Vgg upon the current characteristics must be
accounted for. Recall that the general expression (3.23) for the threshold voltage Vr
already includes the substrate bias term and, hence, itreflects the influence of the nonzero
source-to-substrate voltage upon the device characteristics.

Ve(Vss) = Vro +7'(\/‘E¢F|+VSB '\/|2¢F|) (3.50)

We can simply replace the threshold voltage terms in linear-mode and saturation-mode
current equations with the more general V;(Vgp) term.

Ip (li")'_2—"L"[2'(VGs"VT(VSB))VDs 'Vgs] (3.51)
-C,
Ip(sat) = %&-W—.(VGS - VT(VSB))2 (144 Vig) (3.52)

In general, we will use only the term Vi instead of V7 (Vgp) to express the general
(substrate-bias dependent) threshold voltage. As already demonstrated in Example 3.3,
the substrate-bias effect can significantly change the value of the threshold voltage and,
hence, the current capability of the MOSFET. With this modification, we finally arrive
at a complete first-order characterization of the drain (channel) current as a nonlinear
function of the terminal voltages.

Ip = f(Ves, Vos» Vas) (3.53)

In the following, we will repeat the current-voltage equations derived under the first-
order gradual channel approximation (GCA), both for n-channel and for p-channel MOS
transistors. Figure 3.21 shows the polarities of applied terminal voltages and the drain
current directions. Note that the threshold voltage Vand the terminal voltages Vg, Vg,
and Vg are all negative for the pMOS transistor. The parameter Hy denotes the surface
hole mobility in the pMOSFET.
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n-channel MOSFET p-channel MOSFET

“Figure 3.21. Terminal voltages and currents of the nMOS and the pMOS transistor.

Current-voltage equations of the n-channel MOSFET :

ID = 0, for VGS < VT (3.54)
o, C. W ‘
Ip(lin) =520 2 [0 (Vos - Vi Wips = Vs for Ves2 W
2 L (3.55)
and VDS < VGS - VT
ID(sat)=M~E—(VGS ~VT)2 (1+A-Vps)  for Vg2V
2 L (3.56)
and VDS 2 VGS - VT
Current-voltage equations of the p-channel MOSFET :
I,=0, for Vg>V, (3.57)
. u, C, w
.ID(lln)=M"—'[2'(VGS _VT)VDS _Vgs] for VGS SVT
2 L (3.58)
' and VDS > VGS - VT
.C :
ID(sat)=M-K-(VGS -V )2 (144 Vps)  for Vgs<Vp
2 L (3.59)
and VDS < VGS - VT
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Measurement of Parameters

The MOSFET current-voltage equations (3.54) through (3.59), together with the general
threshold voltage expression (3.50), are very useful for simple, first-order calculations
of the currents and voltages in the nMOS and pMOS transistors. Because of several
simplifications and approximations involved in their derivation, however, the accuracy
of these current-voltage equations is fairly limited. To exploit the simplicity of the
equations and to achieve the maximum possible accuracy in calculations, the parameters
appearing in the current equations must be determined carefully, through experimental
measurements. The model parameters that are used in (3.50) and in (3.54) through (3.59)
are the zero-bias threshold voltage Vpy, the substrate-bias coefficient ¥, the channel
length modulation coefficient A, and the following transconductance parameters:

kn’= iy 'Cax )

(3.60)

ky=H, Coy- (3.61)

SIERIES

In the following section, some simple measurements for an enhancement-type n-
channel MOSFET will be described for the determination of these parameters. First,
consider the test circuit setup shown in Fig. 3.22(a). The source-to-substrate voltage V¢p
is set at a constant value, and the drain current is measured for different values of the gate-
to-source voltage V. Since the drain and the gate of the transistor are at the same
potential, Vo= V¢ Hence, the saturation condition Vp,g > V5o~ Vryis always satisfied,
i.e., the nMOS transistor shown in Fig. 3.22(a) operates in saturation mode. Neglecting
the channel length modulation effect for simplicity, the drain current is described by

k, 2
ID(Sat) = 7'(VGS - VTO) ' (3.62)

Now, the square root of the drain current can be written as a linear function of the.gate-

~ to-source voltage.

k
I = \/%-(VGS ~Vro) (3.63)

If the square root of the measured drain current values is plotted against the gate-to-
source voltage, the slope and the voltage-axis intercept of the resulting curve(s) can
determine the parameters k,,, V., and . Figure 3.22(b) shows the measured drain current
vs. gate voltage curves, obtained for different values of substrate bias. By extrapolating
the curves to zero-drain-current (voltage-axis intercept point), we can find the threshold
voltage Vi that corresponds to each Vg value. The voltage-axis intercept of the curve
with Vgp = O gives the zero-bias threshold voltage, Vo, Note that these extrapolated
threshold voltage values do not exactly match the threshold voltage values usually
measured in the production environment, at a certain nonzero drain current. They can




rather be viewed as fitting parameters for the current-voltage equations. The slope of each
curve is equal to the square root of (k,/2). Thus, the transconductance parameter k, can
simply be calculated from this slope.

ﬁ)‘ 'y
—
¥
E == Vpg = Gs
__| ( \'/ Vv,
Vss
(a) (b)

Figure 3.22. (a) Test circuit arrangement and (b) measured data for experimental determination
of the parameters k,, V., and 7.

Next, consider the extrapolated threshold voltage values, obtained from volta ge axis

intercepts at nonzero substrate bias voltage. Using one of the available Vgp values, the
substrate bias coefficient ¥ can be found from

VT(VSB) = Vro

‘y =
RO+ Veg —[204] (3.64)
+ b 4
|
l D :; Vos Iz Ves= VT"o +1
Ip1 -_/
GS ; 2
l = = = . )
VD'S1 ‘ \/le2 Vps

(a) (b)

Figure 3.23. (a) Test circuit arrangement and (b) measured data for experimental determination
of the channel length modulation coefficient A.
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The experimental measurement of the channel length modulation coefficient A
requires a different test circuit setup, as shown in Fig. 3.23(a). The gate-to-source voltage
Vs is setto Vi + 1. The drain-to-source voltage is chosen sufficiently large (Vg > Vg
— V) that the transistor operates in the saturation mode. The saturation drain current is
then measured for two different drain voltage values, V,¢; and VD s2- Note that the drain
current in the saturation mode is given by

= kn 2 ‘ A ’ '
Ip(sat) —7-(VGS = Vo) (142 Vi) (3.65)
Since Vg = Vpqg + 1, the ratio of the measured drain current values I;,; and I, is-

_{D_Z_=1+A"VDSZ 366
IDl 1+A.VDS] E ( * )

which can be used to calculate the channel length modulation coefficient A. This is infact

equivalent to calculating the slope of the drain current versus drain voltage curve in the
saturation region, as shown in Fig. 3.23(b). Specifically, the slope is (4 k,/2).

Example 3.5.

Measured voltage and current data for a MOSFET are given below. Determine the type |
of the device, and calculate the parameters k,, Vp, and 7. Assume ¢p=-0.3 V.

Vos(V) | Vos(V) | Vss(V){1p(nA)
3 3 0 97
4 4 0 235
5 5 0 433
3 3 3 59
4 4 3 173
5 5 3 347

First, the MOS transistor is on (I, > 0) for V ;5> 0 and Vo> 0. Thus, the transistor must
be an n-channel MOSFET. Assume that the transistor is enhancement-type and, there-
fore, operating in saturation mode for V¢ = 'VDS' Neglecting the channel length
modulation effect, the saturation mode current is written as




k
‘ ID=7"'(VGS‘VT)2 i */E*’ '5""(Vcs—Vr)

Let(Vgg;1p;y)and (VGSZ »Ipy) be any two current-voltagé pairs obtained from the table.
- Then, the square-root of the transconductance parameter k, can be calculated.

\/% - VIDI - VIDZ = '\/433 “’A _\/97 “’A — 5.48)(10_3 A1/2/V

Vos1 — Vos2 S5V-3V

Thus, the transconductance parameter of this.n-channel MOSFET is:
kn=2-(5.48x107)" = 60x 107 A/V? = 60 pA/V?

; The extrapolated threshold voltage Vry, at zero substrate bias can be found by calculating
the x-axis intercept of the square-root of (I,) versus V ;¢ curve.

20 15y

Vo = Vgs -
n

To find the substrate bias coefficient ¥, we must first determine the threshold voltage V.
at the source-to-substrate voltage of 3 V. Using one of the current-voltage data pairs
corresponding to Vgp =3 V, V.can be calculated as follows:

2.1 2-173 pA
Vi(Vip =3 V)=V, —f D_4V- f—=1.6v
(Vs )= Vos k, 60 pA/V?

Finally, the substrate bias coefficient is found as:

el =3V) Ve L6V_12V o
J20r |+ Vg —{20¢] NO.6V+3V-06V |

3.5. MOSFET Scaling and Small-Geometry Effects

" The design of high-density chips in MOS VLSI (Very Large Scale Integration) technol-
ogy requires that the packing density of MOSFETs used in the circuits is as high as
possible and, consequently, that the sizes of the transistors are as small as possible. The
reduction of the size, i.e., the dimensions of MQSFETs, is commonly referred to as
scaling. It is expected that the operational characteristics of the MOS transistor will
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change with the reduction of its dimensions. Also, some physical limitations eventually
restrict the extent of scaling that is practically achievable. There are two basic types of
size-reduction strategies: full scaling (also called constant-field scaling) and constant-
voltage scaling. Both types of scaling approaches will be shown to have unique effects
upon the operating characteristics of the MOS transistor. In the following, we will
examine in detail the scaling strategies and their effects, and we will also consider some
of the physical limitations and small-geometry effects that must be taken into account for
scaled MOSFETs.

Scaling of MOS transistors is concerned with systematic reduction of overall
dimensions of the devices as allowed by the available technology, while preserving the
geometric ratios found in the larger devices. The proportional scaling of all devices in a.
circuit would certainly result in a reduction of the total silicon area occupied by the
circuit, thereby increasing the overall functional density of the chip. To describe device
scaling, we introduce a constant scaling factor S > 1. All horizontal and vertical
dimensions of the large-size transistor are then divided by this scaling factor to obtain the
scaled device. The extent of scaling that is achievable is obviously determined by the
fabrication technology and more specifically, by the minimum feature size. Table 3.1
below shows the recent history of reducing feature sizes for the typical CMOS gate-array
process. It is seen that a new generation of manufacturing technology replaces the
previous one about every two or three years, and the down-scaling factor S of the
minimum feature size from one generation to the next is about 1.2 to 1.5.

Year 1985 [ 1987 | 1989 {1991 {1993 [ 1995 | 1997 | 1999
Featuresize(um) | 2.5 [ 17 | 1.2 [ 10 | 0.8 [ 0.5 [ 0.35[0.25

Table 3.1. Reduction of the minimum feature size (minimum dimensions that can l\)e defined
and manufactured on chip) over the years, for a typical CMOS gate-array process.

We consider the proportional sc@lliﬂg of all three dimensions by the same scaling factor

S. Figure 3.24 shows the reduction of key dimensions on a typical MOSFET, together
with the corresponding increase of the doping densities.

GATE

W=W/S

OXIDE tox =tox /S

X' =%/8 \No'=No‘S CoLs No'=No'S/

SUBSTRATE DOPING N,'=N,*S

Figure 3.24. Scaling of a typical MOSFET by a scaling factor of §.



The primed quantities in Fig. 3.24 indicate the scaled dimensions and doping
. densities. Itis easy to recognize that the scaling of all dimensions by a factor of § > 1 leads
to the reduction of the area occupied by the transistor by a factor of §2. To better
understand the effects of scaling upon the current-voltage characteristics of the MOSFET,
we will examine two different scaling options in the following sections.

Full Scaling (Constant-Field Scaling)

- This scaling option attempts to preserve the magnitude of internal electric fields in the
MOSFET, while the dimensions are scaled down by a factor of . To achieve this goal,
all potentials must be scaled down proportionally, by the same scaling factor. Note that
this potential scaling also affects the threshold voltage V. Finally, the Poisson equation
describing the relationship between charge densities and electric fields dictates that the
charge densities must be increased by a factor of S in order to maintain the field
conditions. Table 3.2 lists the scaling factors for all significant dimensions, potentials,
and doping densities of the MOS transistor.

Quantity Before Scaling . After Scaling
Channel length L L'=L/S

Channel width w W=W/S§

Gate oxide thickness | z,, L' =t /S
Junction depth x; x;'=x;/8

Power supply voltage | Vpp Voo '=Vpp /S
Threshold voltage Vro Vio'=Vyo /S
Dopingdensities x’; x’;: i x’; )

Table 3.2.  Full scaling of MOSFET dimensions, potentials, and doping densities.

Now consider the influence of full scaling described here upon the current-voltage
characteristics of the MOS transistor. It will be assumed that the surface mobility u, is
not significantly affected by the scaled doping density. The gate oxide capacitance per
. unit area, on the other hand, is changed as follows.

“Cox (3.67)
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The aspect ratio W/L of the MOSFET will remain unchanged under scaling. Conse-
quently, the transconductance parameter k, will also be scaled by a factor of S. Since all
terminal voltages are scaled down by the factor S as well, the linear-mode drain current
of the scaled MOSFET can now be found as:

k '

I,/ (lin) =

[2 (Vos'~Ve')- Vs’ ~Vos' ]
(3.68)

=_"""‘[2 VGs VT) Vs — Vps ]—IDS ")

Similarly, the saturation-mode drain current is also reduced by the same scaling factor.

' k,' , a2 S . 2 Ip(sat
Iy (sat) = -2—-(VGS -V =——1-§7-(VGS—VT) _ Ip(sar) (3.69)

Now consider the power dissipation of the MOSFET. Since the drain current flows
between the source and the drain terminals, the instantaneous power dissipated by the
device (before scaling) can be found as:

Notice that full scaling reduces both the drain current and the drain-to-source voltage by
a factor of §; hence, the power d1ss1pat10n of the transistor w1ll be reduced by the factor
S2

’ ’ ’ 1 P
P'=1I5"Vps =F’1D’VDS =3

3 (3.71)

This significant reduction of the power dissipation is one of the most attractive features
of full scaling. Note that with the device area reduction by $2 discussed earlier, we find
the power density per unit area remaining virtually unchanged for the scaled device.

Finally, consider the gate oxide capacitance definedas C,= WLC ox- 1t Will be shown
later in Section 3.6 that charging and discharging of this capacitance plays an important
role in the transient operation of the MOSFET. Since the gate oxide capacitance C is
scaled down by a factor of S, we can predict that the transient characteristics, i.e., the
charge-up and charge-down times, of the scaled device will improve accordingly. In
addition, the proportional reduction of all dimensions on-chip will lead to a reduction of
various parasitic capacitances and resistances as well, contributing to the overall
performance improvement. Table 3.3 summarizes the changes in key device character-
istics as a result of full (constant-field) scaling.

Constant-Voltage Scaling

While the full scaling strategy dictates that the power supply voltage and all terminal
voltages be scaled down proportionally with the device dimensions, the scaling of



voltages may not be very practical in many cases. In particular, the peripheral and
interface circuitry may require certain voltage levels for all input and output voltages,
- which in turn would necessitate multiple power supply voltages and complicated level-
shifter arrangements. For these reasons, constant-voltage scaling is usually preferred
over full scaling.

Quantity Before Scaling | After Scaling

Oxide capacitance |-C,, Cn'=8-C,

Drain current Ip Ip'=1,/8

Power dissipation | P =P/S§?

Power density P/Area P'/Area'= P/ Area

Table 3.3.  Effects of full scaling upon key device characteristics.

In constant-voltage scaling, all dimensions of the MOSFET are reduced by a factor
of S, as in full scaling. The power supply voltage and the terminal voltages, on the other
hand, remain unchanged. The doping densities must be increased by a factor of S2in order
topreserve the charge-field relations. Table 3.4 shows the constant-voltage scaling of key
dimensions, voltages, and densities. Under constant-voltage scaling, the changes in
_device characteristics are significantly different compared to those in full scaling, as we
will demonstrate. The gate oxide capacitance per unit area C,xis increased by a factor of
- 8, which means that the transconductance parameter is also increased by S. Since the
terminal voltages remain unchanged, the linear mode dram current of the scaled
- MOSFET can be written as:

Ip’ (ll”)= [2'(Vcs"Vr')‘VDs"'VDs'z]
(3.72)
[2 Vos = Vi) Vps = Vis? | = 8- Ip(lin)

Quantity Before Scaling | After Scaling

Dimensions W,L, Loxs X reducedby S (W'=W /S, ...)

Voltages Voo Vr remain unchanged

Dopingdensities | N4, Npp increasedby §* (N,'= 582 -Ny,...)
Table 3.4.  Constant-voltage scaling of MOSFET dimensions, potentials, and doping densi-

ties.
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Also, the saturation-mode drain current will be increased by a factor of § after constant-
voltage scaling. This means that the drain current density (current per unit area) is
increased by a factor of $3, which may cause serious reliability problems for the MOS
transistor.

-k

o |
I’ (saf) = =2+ (Vo' ~Vp ) = 2 -(VGS—VT)Z = §-I,(sat) (3.73)

Next, consider the power dissipation. Smce the drain current is increased by a factor of
S while the drain-to-source voltage remains unchanged, the power d1ss1pat10n of the
MOSFET increases by a factor of S.

P —ID Vps'=(8-Ip)-Vps =8P (3.74)

Finally, the power dens1ty (power dissipation per unitarea) is found to increase by afactor
of S3 after constant-voltage scaling, with possible adverse effects on device reliability.

Quantity Before Scaling | After Scaling
Oxide capacitance | C,, : C,'=8C,
| Drain current Ip I=8-1p
Power dissipation | P P'=§-P
Power density P/Area P'/Area'=§-(P/Area)

Table 3.5.  Effects of constant-voltage scaling upon key device characteristics.

To summarize, constant-voltage scaling may be preferred over full (constant-field)
scaling in many practical cases because of the external voltage-level constraints. It must
be recognized, however, that constant-voltage scaling increases the drain current density
and the power density by a factor of $3. This large increase in current and power densities
may eventually cause serious reliability problems for the scaled transistor, such as
electromigration, hot-carrier degradation, oxide breakdown, and electrical over-stress.

As the device dimensions are systematically reduced through full scaling or con-

stant-voltage scaling, various physical limitations become increasingly more prominent,

and ultimately restrict the amount of feasible scaling for some device dimensions.
Consequently, scaling may be carried out on a certain subset of MOSFET dimensions in
many practical cases. Also, the simple gradual channel approximation (GCA) used for

the derivation of current-voltage relationships does not accurately reflect the effects of

scaling in smaller-size transistors, The current equations have to be modified accord-
ingly. In the following, we will briefly investigate some of these small-geometry effects.




Short-Channel Effects

As a working definition, a MOS transistor is called a short-channel device if its channel
length is on the same order of magnitude as the depletion region thicknesses of the source
.+ and drainjunctions. Alternatively, a MOSFET can be defined as a short-channel device

v"_’ if the effective channel length L off1S approximately equal to the source and drain junction .
. depth x,. The short-channel effects that arise in this case are attributed to two physical

phenomena : (i) the limitations imposed on electron drift characteristics in the channel,

. and (ii) the modification of the threshold voltage due to the shortening channel length. -

Note that the lateral electric field E, along the channel increases, as the effective
- channel length is decreased. While the electron drift velocity v, in the channel is
.. proportional to the electric field for lower field values, this drift velocity tends to saturate
at high channel electric fields. For channel electric fields of E, = 10° V/em and higher,
. the electron drift velocity in the channel reaches a saturation value of about v /(saf) = 107
. cm/s. This velocity saturation has very significant implications upon the current-voltage
characteristics of the short-channel MOSFET. Consider . the saturation-mode drain
current, under the assumption that carrier velocity in the channel has already reached its
limit value. The effective channel length Leﬁc will be reduced due to channel-length
shortening. '

L, o
Ip(sat) = W-v,(sat) 'J.o ﬁq-n(x) dx=W-v,(sat)-|Q,]| ‘ (3.75)

Since the channel-end voltage is equal to V¢, the saturation current can be found as
follows:

ID(Sat) =W- \7] (Sat) . Cox . VDSAT ' (376)

_ Carrier velocity saturation actually reduces the saturation-mode current below the
" current value predicted by the conventional long-channel current equations. The current
is no longer a quadratic function of the gate-to-source voltage Vg, and it is virtually
independent of the channel length. Also note that under these conditions, the device is
defined to be in saturation when the carrier velocity in the channel approaches about 90%
of its limit value.

Inshort-channel MOS transistors, the carrier velocity in the channel is also a function
of the normal (vertical) electric-field component E,. Since the vertical field influences the
scattering of carriers (collisions suffered by the carriers) in the surface region, the surface
mobility is reduced with respect to the bulk mobility. The dependence of the surface
electron mobility on the vertical electric field can be expressed by the following empirical
formula : ’

ST om
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where 1, is the low-field surface electron mobility and @ is an empirical factor. For a
simple estimation of field-related mobility reduction, (3.77) can be approximated by

\ Mno ! ‘
() = T (Ve—vs) (3.78)

where 7 is also an empirical coefficient.

Next, we consider the modification of the threshold voltage due to short—channel
effects. The threshold voltage expression(3.23) wasderived for along-channel MOSFET.
Specifically, the channel depletion region was assumed to be created only by the applied
gate voltage, and the depletion regions associated with the drain and source pn-junctions
were neglected. The shape of this gate-induced bulk (channel) depletion region was
assumed to be rectangular, extending from the source to the drain. In short-channel MOS
transistors, however, the n* drain and source diffusion regions in the p-type substrate
induce a significant amount of depletion charge; consequently, the long-channel thresh-
old voltage expression derived earlier overestimates the depletion charge supported by

‘the gate voltage. The threshold voltage value found by using (3.23) is therefore larger than

the actual threshold voltage of the short-channel MOSFET.

Figure 3.25(a) shows the simplified geometry of the gate-induced bulk depletion
region and the pn-junction depletion regions in a short-channel MOS transistor. Note that
the bulk depletion region is assumed to have an asymmetric trapezoidal shape, instead
of a rectangular shape, to represent accurately the gate-induced charge. The drain
depletion region is expected to be larger than the source depletion region because the
positive drain-to-source voltage reverse-biases the drain-substrate junction. We recog- -
nize that a significant portion of the total depletion region charge under the gate is actually
due to the source and drain junction depletion, rather than the bulk depletion induced by
the gate voltage. Since the bulk depletion charge in the short-channel device is smaller

than expected, the threshold voltage expression must be modified to account for this
- reduction. Following the modification of the bulk charge term, the threshold voltage of

the short-channel MOSFET can be written as
Vo (short channel) = Vg ~ AVyg ‘ 3.79

where Vo is the zero-bias threshold voltage calculated using the conventional long-
channel formula (3.23) and AV is the threshold voltage shift (reduction) due to the
short-channel effect. The reduction term actually represents the amount of charge
differential between a rectangular depletion region and a trapezoidal depletion region.

Let ALgand AL represent the lateral extent of the depletion regions associated with
the source junction and the drain junction, respectively. Then, the bulk depletion region
charge contained within the trapezoidal region is

AL + AL,

oL )'\lz'q'ESi'NA'|2¢F| (3.80)

Opo = ‘(1 -
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Figure 3.25. (a) Simplified geometry of the MOSFET channel region, with gate-induced bulk
depletion region and the pn-junction depletion regions. (b) Close-up view of the drain diffusion
edge.

To calculate ALg and AL, we will use the simplified geometry shown in Fig. 3.25(b).
Here, x ;and x ;, represent the depth of the pn-junction depletion regions associated with
the source and the drain, respectively. The edges of the source and drain diffusion regions
are represented by quarter-circular arcs, each with a radius equal to the junction depth,
x;. The vertical extentof the bulk depletion region into the substrate is represented by x ;...
T(he junction depletion region depths can be approximated by \
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2-g5 k ‘
Xgs = . X :
ds qN, 0 (3.81)
2-¢ ’
Xup = ‘@ +V,
dD \/q-NA (¢o DS) - (382
with the junction built-in \}oltage
- kT Np-N
bo="" l”(_Dn_'z_A] (3.83)
. 1 .

From Flg 3.25(b), we find the following relationship between ALp, and the depletion
region depths.

(s + 50)" = 520 + (5, + 4L, | (384

AL, +2-x;-ALp + x5, = %35 =2, Xgp = 0 (3.85)

Solvian for AL, we obtain:

2x
ALp =-x; +\/ (xdm de)+2x iXdp = X; ( 1+—5 ij l] (3.86) ]
Similarly, the length AL¢ can also be found as follows:
2x :
AL = x; [ 1+ x;is 1} : (3.87)

Now, the amount of threshold voltage reduction AV, due to short-channel effects can
be found as:

i

1 X; 2x 2x
AVpg=—1[2qeg Ny R¢g| - =L || [1+2=4S 1| 4| [14+2242 4 :
r0= V2485 Nal20s] 27 HJ e x, (3.88)

The threshold voltage shift term is proportional to (x;/L). As a result, this term becomes ,
more prominent for MOS transistors with shorter channel lengths, and it approaches zero -




b for long-channel MOSFETs where L >> x.. The following example illustrates the
| - variation of the threshold voltage as a function of channel length in short-channel devices.

"Example 3.6.

Consider an n-channel MOS process with the following parameters: substrate doping
density N, = 1016 ¢cm3, polysilicon gate doping density N p (gate) =2 X 1020cm3, gate
§ ~oxide thickness 7, = 50 nm, oxide-interface fixed charge density N, =
I .4x10'%cm2, and source and drain diffusion doping density N, = 1017 ¢cm3. In addition,
the channel region is implanted with p-type impurities (impurity concentration N; = 2 X
1011 cm2) to adjust the threshold voltage. The junction depth of the source and drain
diffusion regions is xX;= 1.0 pm.

Plot the variation of the zero-bias threshold voltage V as a functionof the channel length
‘(assume that V¢ = Vgp = 0). Also find Vi, for L= 0.7 um,Vpe =5V, and Vep=0.

First, we have to find the zero-bias threshold voltage using the conventional formula
(3.23). The threshold voltage without the channel implant was already calculated for the
same process parameters in Example 3.2, and was found to be Vp, = 0.40 V. The
additional p-type channel implant will increase the threshold voltage by an amount of gN,
/ C,, Thus, we find the long-channel zero-bias threshold voltage for the process
described above as

a

i 19 1
Voo =040V + L NL _ g 4oy 4 LOXIO 7 2X107 _ ) osqy

C,. 7.03x107%

‘Next, the amount of threshold voltage reduction due to short-channel effects must be
calculated using (3.88). The source and drain junction built-in voltage is

§ 17 116
0o =L .1n| NoNa_ .06 v-1n| 2210|076 v
q n 2.1x10

For zero drain bias, the depth of source and drain junction depletion regions is found as

2-eg \/2-11.7-8.85><10'“
- -9, = .0.76
as = ¥ao =37y 90 S 100107

=31.4x10%cm = 0.314 pm

Now, the threshold voltage shift AV, due to short-channel effects can be calculated as
a function of the gate (channel) length L.
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X 2 -
AVTO . = 1 : 2q8siNA|2¢F|""L' 1+ Xas 1|+ 1+2de -1
Cox 2L xj xj

_4.82x107° C/em® 1.0 um.( |, 20314 pm '

= -1
7.03x107® F/ecm? L 10 pm

Finally, the zero-bias threshold voltage is found as

Vyo(short channel) = 0.855V - 0.19V L

L{pm]

The folldwing plot shows the variation of the threshold voltage with the channel length.
The threshold voltage decreases by as much as 50% for channel lengths in the submi-

~‘cron range, while it approaches the value of 0.8 V for larger channel lengths. .
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Channel Length (um)

Since the conventional threshold voltage expression (3.23) is not capable of accounting
for this drastic reduction of Vi at smaller channel lengths, its application for short-
channel MOSFETSs must be carefully restricted.

Now, consider the variation of the threshold voltage with the applied drain-to-source
voltage. Equation (3.82) shows that the depth of the drain junction depletion region
increases with the voltage V,c. For a drain-to-source voltage of V¢ =5 V, the drain
depletion depth is found as :



o
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-~ [2-eg 11.7-8. 14
de:\/ Esi .(¢0+VDS)=\/2 L7 S_SSXI?G -(0.76 +5.0) =0.863 um
q-N, 16x107°-10 MOS Transistor

- The resultmg threshold voltage shift can be calculated by subsntutmg x4p found above
in (3.88).

1 2x 2x
AV, = AJ2gEg N, |2 1+2245 1+==4R _q
TO C.. q&g A| ¢F| 2L |:( .

j xj

_4.82x10°% 10 2.0.314 2.0.863

— 1+ -1 1+ -1
T 7.03x10°° 2.0.7 10 1.0

- =045V

g The threshold voltage of this short-channel MOS transistor is calculated as
Vro =0.855V-0.45V=0.405V

i which is significantly lower than the threshold voltage predicted by the conventional
long-channel formula (3.23).

Narrow-Channel Effects

~ MOS transistors that have channel widths W on the same order of magnitude as the
> maximum depletion region thickness x ;, are defined as narrow-channel devices. Similar
- totheshort-channel effects examined earlier, the narrow-channel MOSFETs also exhibit
- typical characteristics which are not accounted for by the conventional GCA analysis.
~ The most significant narrow-channel effect is that the actual threshold voltage of such a
. device is largerthan that predicted by the conventional threshold voltage formula (3.23).

In the following, we will briefly review the physical reasons that cause this discrepancy.

A typical cross-sectional view of a narrow-channel device is shown in Fig. 3.26. The
oxide thickness in the channel region is ¢ ,, while the regions around the channel are
covered by a thick field oxide (FOX). Since the gate electrode also overlaps with the field
oxide as shown in Fig. 3.26, a relatively shallow depletion region forms underneath this
FOX-overlap area as well. Consequently, the gate voltage must also support this
additional depletion charge in order to establish the conducting channel. The charge
contribution of this fringe depletion region to the overall channel depletion charge is
negligible in wider devices. For MOSFETSs with small channel widths, however, the
actual threshold voltage increases as a result of this extra depletion charge.



94 Vro(narrow channel) = Vyg + AVy, ; (3.89)

CHAPTER 3 The additional contribution to the threshold voltage due to narrow-channel effects

" can be modeled as follows:

K-Xx
V2965 Ny [205]- =02 | (3.90)

where k is an empirical parameter depending on the shape of the fringe depletion region.
Assuming that the depletion region edges are modeled by quarter-circular arcs, for
example, the parameter x can be found as

ox

=
It
(SEE]

(3.91)
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Figure 3.26. Cross-sectional view (across the channel) of a narrow-channel MOSFET Note that
Qnc indicates the extra depletion charge due to narrow-channel effects.

¥

The simple formula given in (3.90) can be modified for various device geometries

- and manufacturing processes, such as LOCOS, fully-recessed LOCOS, and thick-field-
oxide MOSFET process. In all cases, we recognize that the additional contribution to Vo
is proportional to (x,, / W). The amount of threshold voltage increase becomes
significantonly for devices which have achannel width Won the same order of magnitude




as x4, Finally, note that for minimum-geometry MOSFETSs which have a small channel
length and a small channel width, the threshold voltage variations due to short- and
narrow-channel effects may tend to cancel each other out.

~ Other Limitations Imposed by Small-Device Geometries

~ Insmall-geometry MOSFETS, the characteristics of cﬁrrent flow in the channel between
the source and the drain can be explained as being controlled by the two-dimensional

electricfield vector E( X, y). The simple one-dimensional gradual channel approximation

(GCA) assumes that the electric field components parallel to the surface and perpendicu-

lar to the surface are effectively decoupled and, therefore, cannot fully account for some
of the observed device characteristics. These small-geometry device characteristics,
however, may severely restrict the operating conditions of the transistor and impose
limitations upon the practical utility of the device. Accurate identification and character-
ization of these small-geometry effects are crucial, especially for submicron MOSFETs.

One typical condition, which is due to the two-dimensional nature of channel current
flow, is the subthreshold conduction in small-geometry MOS transistors. As already
discussed in the previous sections, the current flow in the channel depends on creating and
sustaining an inversion layer on the surface. If the gate bias voltage is not sufficient to
invert the surface, i.e., Vs < Vo, the carriers (electrons) in the channel face a potential
barrier thatblocks the flow. Increasing the gate voltage reduces this potential barrier and,
eventually, allows the flow of carriers under the influence of the channel electric field.
This simple picture becomes more complicated in small-geometry MOSFETS, because
_ the potential barrier is controlled by both the gate-to-source voltage Vs and the drain-
to-source voltage V,¢. If the drain voltage is increased, the potential barrier in the channel
decreases, leading to drain-induced barrier lowering (DIBL). The reduction of the
potential barrier eventually allows electron flow between the source and the drain, even
if the -gate-to-source voltage is lower than the threshold voltage. The channel current that
flows under these conditions (Vzg< Vi) is called the subthreshold current. Note that the
GCA cannot account for any nonzero drain current / p for Voo < V. Two-dimensional
analysis of the small-geometry MOSFET yields the following approximate expression
for the subthreshold current.

W 4 pyserBy,
I (subthreshold) = 922 W5 Jir  erYos+2os) (3.92)

Ly

Here, x_, is the subthreshold channel depth, D,, is the electron diffusion coefficient, Ly is
the length of the barrier region in the channel and ¢, is a reference potential. Note the

- exponential dependence of the subthreshold current on both the gate and the drain

voltages. Identifying subthreshold conduction is very important for circuit applications
where small amounts of current flow may significantly disturb the circuit operation.
We remember from the previous analysis that in small-geometry MOSFETS, the
channel length is on the same order of magnitude as the source and drain depletion region
thicknesses. For large drain-bias voltages, the depletion region surrounding the drain can

95

MOS Transistor



96

CHAPTER 3

extend farther toward the source, and the two depletion regions can eventually merge.
This condition is termed punch-through; the gate voltage loses its control upon the drain
current, and the current rises sharply once punch-through occurs. Being able to cause
permanent damage to the transistor by localized melting of material, punch-through is
obviously an undesirable condition, and should be prevented in normal circuit operation.
~ As some device dimensions, such as the channel length, are scaled down with each
new generation, we find that some dimensions cannot be arbitrarily scaled because of
physical limitations. One such dimension is the gate oxide thickness ¢, The reduction
of ¢, by a scaling factor of S, i.e., building a MOSFET with by =1,/ S, is restricted by
processing difficulties involved in growing very thin, uniform silicon-dioxide layers.
Localized sites of nonuniform oxide growth, also called pinholes, may cause electrical
shorts between the gate electrode and the substrate. Another limitation on the scaling of
t, is the possibility of oxide breakdown. If the oxide electric field perpendicular to the
surface is larger than a certain breakdown field, the silicon-dioxide layer may sustain
permanent damage during operation, leading to device failure. '
Finally, we will consider another reliability problem caused by high electric fields
within the device. We have seen that advances in VLSI fabrication technologies are
primarily based on the reduction of device dimensions, such as the channel length, the
junction depth, and the gate oxide thickness, without proportional scaling of the power
supply voltage (constant-voltage scaling). This decrease in critical device dimensions to
submicron ranges, accompanied by increasing substrate doping densities, results in a
significant increase of the horizontal and vertical electric fields in the channel region.
Electrons and holes gaining high kinetic energies in the electric field (hot carriers) may,
however, be injected into the gate oxide, and cause permanent changes in the oxide-
interface charge distribution, degrading the current-voltage characteristics of the MOSFET
(Fig. 3.27). Since the likelihood of hot-carrier induced degradation increases with
shrinking device dimensions, this problem was identified as one of the important factors
that may impose strict limitations on maximum achievable device densities in VLSI
circuits.

OXIDE (damaged) 9 ®

Og #c’n
0%0e o
SOURCE [® ° LI ©  DRAIN
Eyin >> kT ‘

SUBSTRATE

Figure 3.27. Hot-carrier injection into the gate oxide and resulting oxide damage.

The channel hot-electron (CHE) effect is caused by electrons flowing in the channel
region, from the source to the drain. This effect is more pronounced at large drain-to-



_source voltages, at which the lateral electric field in the drain end of the channel
-accelerates the electrons. The electrons arriving at the Si-SiO, interface with enough
kinetic energy to surmount the surface potential barrier are injected into the oxide.
Electrons and holes generated by -impact ionization also contribute to the charge
-injection. Note that the channel hot-electron current and the subsequent damage in the
gate oxide are localized near the drain junction (Fig.-3.27).
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_Figure 3.28. Typical drain current vs. drain voltage characteristics of an n-channel MOS
transistor before and after hot-carrier induced oxide damage.

The hot-carrier induced damage in nMOS transistors has been found to result in
gither trapping of carriers on defect sites in the oxide or the creation of interface states
atthe silicon-oxide interface, or both. The damage caused by hot-carrier injection affects
the transistor characteristics by causing a degradation in transconductance, a shift in the
{threshold voltage, and a general decrease in the drain current capability (Fig. 3.28). This
+performance degradation in the devices leads to the degradation of circuit performance
over time. Hence, new MOSFET technologies based on smaller device dimensions must
carefully account for the hot-carrier effects and also ensure reliable long-term operatlon
of the devices.

Other reliability concerns for small- geometry devices include interconnect damage
through electromigration, electrostatic discharge (ESD) and electrical over-stress (EOS).

8.6. MOSFET Capacitances

The majority of the topics covered in this chapter has been related to the steady-state
behavior of the MOS transistor. The current-voltage characteristics investigated here can
be applied for investigating the DC response of MOS circuits under various operating
conditions. In order to examine the transient (AC) response of MOSFETSs and digital
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circuits consisting of MOSFETS, on the other hand, we have to determine the nature and
the amount of parasitic capacitances associated with the MOS transistor.

The on-chip capacitances found in MOS circuits are in general complicated func-
tions of the layout geometries and the manufacturing processes. Most of these capaci-
tances are not lumped, but distributed, and their exact calculations would usually require
complex, three-dimensional nonlinear charge-voltage models. In the following, we will
develop simple approximations for the on-chip MOSFET capacitances that.can be used
in most hand calculations. These capacitance models are sufficiently accurate to repre-
sent the crucial characteristics of MOSFET charge-voltage behavior, and the equations
are all based on fundamental semiconductor device theory, which should be familiar to
most readers. We will also stress the distinction between the device-related capacitances
and the interconnect capacitances. The capacitive contribution of metal interconnections
between various devices is a very important component of the total parasitic capacitance
observed in digital circuits. The estimation of this interconnect capacitance will be
handled in Chapter 6.

Figure 3.29 shows the cross-sectional view and the top view (mask view) of a typical
n-channel MOSFET. Until now, we concentrated on the cross-sectional view of the
device, since we were primarily concerned with the flow of carriers within the MOSFET.
As we study the parasitic device capacitances, we will have to become more familiar with
the top view of the MOSFET. In this figure, the mask length (drawn length) of the gate
is indicated by L,,, and the actual channel length is indicated by L. The extent of both the
gate-source and the gate-drain overlap are L), thus, the channel length is given by

L=Ly-2-L, ‘ ' (3.93)

Note that the source and drain overlap region lengths are usually equal to each other
because of the symmetry of the MOSFET structure. Typically, Ly, is on the order of 0.1
um. Both the source and the drain diffusion regions have a width of W. The typical
diffusion region length is denoted by Y. Note that both the source diffusion region and the
drain diffusion region are surrounded by a p* doped region, also called the channel-stop
implant. As the name indicates, the purpose of this additional p* region is to prevent the
formation of any unwanted (parasitic) channels between two neighboring n* diffusion
regions, i.e., to ensure that the surface between two such regions cannot be inverted.
Hence, the p* channel-stop implants act to electrically isolate neighboring dev1ces built
on the same substrate.

We will identify the parasitic capacitances associated with this typical MOSFET
structure as lumped equivalent capacitances observed between the device terminals (Fig.
3.30), since such a lumped representation can be easily used to analyze the dynamic
transient behavior of the device. The reader must always be reminded, however, that in

reality most parasitic device capacitances are due to three-dimensional, distributed.

charge-voltage relations within the device structure. Based on their physical origins, the
parasitic device capacitances can be classified into two major groups: oxide-related
capacitances and junction capacitances. First, the oxide-related capacitances will be
considered.
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Figure 3.29. Cross-sectional view and top view (mask view) of a typical n-channel MOSFET.
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Figure 3.30. Lumped representation of the parasitic MOSFET capacitances.
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Oxide-related Capacitances

It was shown earlier that the gate electrode overlaps both the source region and the drain
region at the edges. The two overlap capacitances that arise as a result of this structural
arrangement are called C;/, (overlap) and C¢ (overlap), respectively. Assuming that
both-the source and the drain diffusion regions have the same width W, the overlap
capacitances can be found as

/

Cgs(overlap)=C,,-W-Lp ;
(3.94) .

Cgp(overlap) = C,, - wW-L,
with
€
Cor =~ | (3.95)

Oox,

Note that both of these overlap capacitances do not depend on the bias condltlons ie.,
they are voltage-independent.

Now consider the capacitances which result from the interaction between the gate
voltage and the channel charge. Since the channel region is connected to the source, the
drain, and the substrate, we can identify three capacitances between the gate and these
regions, i.e., C,p and C,,, respectively. Notice that in reality, the gate-to-channel
capacitance is glstl‘l uted and voltage-dependent. Then, the gate-to-source capacitance
Cg is actually the gate-to-channel capacitance seen between the gate and the source
terminals; the gate-to-drain capacitance C,, is actually the gate-to-channel capacitance

", seen between the gate and the drain termmais A simplified view of their bias-dependence

can be obtained by observing the conditions in the channel region during cut-off, linear,
and saturation modes.

In cut-off mode (Fig. 3.31(a)), the surface is not inverted. Consequently, there is no
conducting channel that links the surface to the source and to the drain. Therefore, the
gate-to-source and the gate-to-drain capacitances are both equal to zero: C =C gd= 0.
The gate-to-substrate capacitance can be approximated by

Cop =CoW-L (3.96)

In linear-mode operation, the inverted channel extends across the MOSFET, be-
tween the source and the drain (Fig. 3.31(b)). This conducting inversion layer on the §
surface effectively shields the substrate from the gate electric field; thus, C,; = 0. In this }
case, the distributed gate-to-channel capacitance may be viewed as being shared equally §
between the source and the 'drain, yielding -

Co=Coyz o Cor WL | (3.97)

2

When the MOSFET is operating in saturation mode, the inversion layer on the §

- surface does not extend to the drain, but it is pinched off (Fig. 3.31(c)). The gate-to-drain }};




to the conducting channel, its shielding effect also forces the gate-to-substrate capaci-
- tance to be zero, Cgb = 0. Finally, the distributed gate-to-channel capacitance as seen
- between the gate and the source can be approximated by

2 Y
Co25 Co WL (3.98)

- operating modes of the MOSFET. The variation of the distributed parasitic oxide
- capacitances as functions of the gate-to-source voltage V5 is also shown in Fig. 3.32.
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(b) CHANNEL
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S R e W
——]‘ SOURCE | + + + DRAIN [—
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Figure 3.31. Schematic representation of MOSFET oxide capacitances duririg (a) cut-off, (b)
linear, and (c) saturation modes.

. capacitance component is therefore equal to zero (C 24=0)- Since the source is still linked '

., Table 3.6 lists a summary of the approximate oxide capacitance values in three different -
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102 Obviously, we have to combine the distributed C, and C,, values found here with the

- relevant overlap capacitance values, in order to calculate the total capacitance between

CHAPTER 3 the external device terminals. It is also worth mentioning that the sum of all three voltage-
dependent (distributed) gate oxide capacitances (C,, + C, + C ) has a minimum value
0f0.66 C, WL (in saturation mode) and a maximum value of C, WL (in cut-off and linear
modes). For simple hand calculations where all three capacntances can be considered to
be connected in parallel, a constant worst-case value of C ox W(L+2L)) can be used for
the sum of MOSFET gate oxide capacitances.

Capacitance | Cut-off Linear Saturation
: Cgy(total) | C, WL 0 0
Cpa (total) | C,, WLy, | LC,, WL+C, WL, C,, WL,

C, (total). | C,,WLp, 1c WL+C, WL, 2c,,,,WL+c WLD

Table 3.6.  Approximate oxide capacitance values for three operating modes of the MOS
transistor.

I8
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vVt V1+Vps
Gate-to-source Voltage (Vgg)

Figure 3.32. Variation of the distributed (gate-to-channel) oxide capacitances as functions of
gate-to-source voltage V.




. Junction Capacitances

. 'Now we consider the voltage-dependent source-substrate and drain-substrate junction

. capacitances, C;, and C,, respectively. Both of these capacitances are due to the

. depletion charge surrounding the respective source or drain diffusion regions embedded

 in the substrate. The calculation of the associated junction capacitances is complicated

. by the three-dimensional shape of the diffusionregions that form the source-substrate and
the drain-substrate junctions. Note that both of these junctions are reverse-biased under
‘normal operating conditions of the MOSFET and that the amount of junction capacitance
is a function of the applied terminal voltages. Figure 3.33 shows the simplified, partial
geometry of a typical n-channel enhancement MOSFET, focusing on the n-type diffusion
region within the p-type substrate. The analysis to be carried out in the following will
apply to both n-channel and p-channel MOS transistors.

Gate Oxide Y

Channel

\ Source and Drain /

Diffusion Regions

Figure 3.33. Three-dimensional view of the n* diffusion region within the p-type substrate.

{ As seenin Fig. 3.33, the n* diffusion region forms a number of planar pn-junctions
. with the surrounding p-type substrate, indicated here with 1 through 5. The dimensions
of the rectangular box representing the diffusion region are given as W, ¥, and x;. Abrupt
- (step) pn-junction profiles will be assumed for all junctions for simplicity. Also,
- comparing this three-dimensional view with Fig. 3.29, we recognize that three of the five
planar junctions shown here (2, 3, and 4) are actually surrounded by the p* channel-stop
implant. The junction labeled (1) is facing the channel, and the bottom junction (5) is
facing the p-type substrate, which has a doping density of N,. Since the p* channel-stop
implant density is usually about 10N, the junction capacitances associated with these
sidewalls will be different from the other junction capacitances (see Table 3.7). Note that
ingeneral, the actual shape of the diffusion regions as well as the doping profiles are much
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~doping densities are given by Npand Ny, respectively, and that the reverse bias voltage

~in terms of the depletion region thickness, x,,.

more complicated. However, this simplified analysis provides sufficient insight for the
first-order estimation of junction-related capacitances. ‘

Junction | Area | Type i
1 W-x; [n*/p

2 Y-x; |n*/p*

3 W-x; | n*/p*

4 Y-x; |n*/p*

5 W-Y [n*/p .

Table 3.7."  Types and areas of the pn-junctions shown in Figure 3.33.

To calculate the depletion capacitance of a reverse-biased abrupt pn-junction,
consider first the depletion region thickness, x; Assuming that the n-type and p-type

is given by V (negative), the depletion region thickness can be found as follows:

2 Es[ NA+ND
x —AD (¢ -V

where the built-in junction potential is calculated as

N, N ]
¢ = - ["ZD) (3.100)

n,

Note that the junction is forward-biased for a positive bias voltage V, and reverse-biased if
for a negative bias voltage. The depletion-region charge stored in this area can be written ‘

NiN | NyN
c=A.qg- A D, | = 2 A D -V
Q0 q(NA+ND)xd \/ €5 (NA ND)(‘P ) (3.101) |

Here, A indicates the junction area. The junction capac1tance associated with the j?
depletion region is defined as

a0,

i~ av

(3.102) 4



A /) R
" By differentiating (3.101) with respect to the bias voltage V, we can now obtain the
- -expression for the junction capacitance as follows.

- Esi'q [ Noa-Np | 1 : '
C;(V)—AJ 5 (NA"'ND) Tonv (3.103)

* This expression can be rewritten in a more general form, to account for the junction
-~ grading.
A N C]O

[l_ljm (3.104)
) ,

Cj(V)=

. The parameter m in (3.104) is called the grading coefficient. Its value is equal to 1/2 for

. an abrupt junction profile, and 1/3 for a linearly graded junction profile. Obviously, for

~ anabrupt pn-junction profile, i.e., for m = 1/2, the equations (3.103) and (3.104) become
~_identical. The zero-bias junction capacitance per unit area Cjo is defined as

.l

€si'q [ Na-Np | 1
Cip = . —
0 J 5 (NA v s (3.105)

Note that the value of the junction capacitance C given by (3.104) ultimately
- depends on the external bias voltage that is applied across the pn-junction. Since the
- terminal voltages of a MOSFET will change during dynamic operation, accurate
- estimation of the junction capacitances under transient conditions is quite complicated;
the instantaneous values of all junction capacitances will also change accordingly. The
* problem of estimating capacitance values under changing bias conditions can be
- simplified, if we calculate a large-signal average (linear) junction capacitance instead,
- which, by definition, is independent of the bias potential. This equivalent large-signal
" capacitance can be defined as follows:

C =-A—Q=Qf(v2)_Qj(Vl)_ 1 J'Vz

= C;(V)dv
0 =7y v, -V, T (V) (3.106)

Here, the reverse bias voltage across the pn-junction is assumed to change from V; to V. -

Hence, the equivalent capacitance C,  is always calculated for a transition between two
known voltage levels. By substituting (3.104) into (3.106), we obtain

e ACuth (ly_)[ - -
“ (m-V)(L-m) (U 9 % (3.107)

-
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For the special case of abrupt pn-junctions, equation (3.107) becomes

2-A-Cjp- 0 V; V,
C =-2_"Z0 00 h_ Y2 _ ;-2
“"(%-%) {\f % 1'% (3.108)

This equation can be rewritten in a simpler form by defining a dimensionless coefficient

Keq, as follows:

C,y=A-Cjo K, (3.109)

249 |
Keq:_vz——gfl'(‘/%_vz ~ b - V) (3.110)

where K, q is the voltage equivalence factor (note that 0 < K eq < 1)- Thus, the coefficient
K, q allows us to take into account the voltage-dependent variations of the junction
capacitance. The accuracy of the large-signal equivalent junction capacitance C o found
by using (3.109) and (3.110) is usually sufficient for most first-order hand calcufations.
Practical applications of the capacitance calculation methods discussed here will be
illustrated in the following examples. '

Example 3.7.

Consider a simple abrupt pn-junction, which is reverse-biased with a voltage Viias- The
doping density of the n-type region is Nj, = 101 cm3, and the doping density of the p-
type region is given as N, = 1016 cm3. The junction area is A = 20 um x 20 um.
First, we will calculate the zero-bias junction capacitance per unit area, C.O, for this

J
structure. The built-in junction potential is found as

p-type n-type

N\

Abrupt Junction
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Using (3.105), we can calculate the zero-bias junction capacitance :

c €59 (Ny-Np | 1
jo
2 \Ny+N, ) 9
_ |11.7-8.85x10™F/cm-1.6x107°C (1010 | 1
2 10'+10"° ) 0.88V

-=3.1x10"% F/cm?

Next, find the equivalent large-signal junction capacitance assuming that the reverse bias
voltage changes from V; = 0 to V, = ~ 5 V. The voltage equivalence factor for this
transition can be found as follows:

2
eq == V ¢0 (\/¢0 VZ \/¢0 Vl)

- 2‘/_057 (/088 (=5) -V0.88)=0.56

Then, the average junction capacitance can be found simply by using (3.109).

Ceg=4-Cjo K, =400x107 cm*-3.1x10™° F/ cm? -0.56 =69 {F

It was showninFig. 3.29 and Fig. 3.33 that the sidewalls of a typical MOSFET source
or drain diffusion region are surrounded by a p* channel-stop implant, with a higher
doping density than the substrate doping density N,. Consequently, the sidewall zero-
bias capacitance C; 0w 38 well as the sidewall voltage equivalence factor K, (sw) will be
different from those of the bottom junction. Assuming that the sidewall doping density

is given by N,(sw), the zero-bias capacitance per unit area can be found as follows:

£gq NA(sw)-Nl;) 1
Cin. = |28 1, .
jOsw \/ ) [NA(SW)+ ND ¢0sw (3111)
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where ¢, is the built-in potential of the sidewall junctions. Since all sidewalls in a
typical diffusion structure have approximately the same depth of x;, we can define a zero-
bias sidewall junction capacitance per unit length.

stw =Cjosw %) v (3.112)

The sidewall voltage equivalence factor K eq(sw) fora véltage swing between V; and V,
is defined as follows:

Kog(sw)=- '¢°°w (V9omw =¥z = B0 — %) (3.113)

V, -

Combining the equations (3.111) through (3.113), the equivalent large-signal junction
capacitance Ceq(SW) for a sidewall of length (perimeter) P can be calculated as

Coy(sw) = P-Cj,, - K (sw) (3.114)

Example 3.8.

Consider the n-channel enhancement-type MOSFET shown below. The process param-
eters are given as follows:

Substrate doping N,=2x10 cm3
Source / draindoping  Np = 1019 cm™3
Sidewall (p+) doping ~ N,(sw) = 4 x 1016 cm™3

Gate oxide thickness t,x =45 nm
Junction depth ‘ x;= 1.0 um

10pum

- 00
DRAIN SOURCE

5pum

n+ n+

GATE
-

2 um




Note that both the source and the drain diffusion regions are surrounded by p*
channel-stop diffusion. The substrate is biased at 0 V. Assuming that the drain voltage
; is’changing from 0.5 V to 5 V, find the average drain-substrate junction capacitance C b

First, we recognize that three sidewalls of the rectangular drain diffusion structure
form n*/p* junctions with the p* channel-stop implant, while the bottom area and the
sidewall facing the channel form n*/p junctions. Start by calculating the built-in
potentials for both types of junctions.

‘ _ 15 1419
0o = L.tn| NN | _ g g6 v .1n| 2211070 _ 6 37 v
q 2.1x10

n;

kT A(sw)-Np ) 4x10'.10"
=—-In| 4L =0.026 V-In| —————|=0.915V
Pomw = ( n? ) n[ 2.1x10%

1

Next, we calculate the zero-bias junction capacitances per unit area:

C. _ |Esi'q [ Na-Np | 1
jo
2 \N4+Np) o,
- |1L7-8.85x10™*F/em 16x107°C ( 2x10.10° ) 1
2 2x10°+10" ) 0.837V

=1.41x107 F/cm®

C - Esrq.( NA(SW)'ND]_ 1
jOsw
, 2 NA(SW) + ND ¢0sw
_ [1.7-885x107*F/em-16x107°C (4x10:10° ) 1
2 4x10'+10" ) 0.915V

'=6.01x10"8 F/cm?

The zero-bias sidewall jﬁnction capacitance per unit length can also be found as follows.
Cisw = Cjogw - x; =6.01% 10 F/cm? 10 cm = 6.01 pF/cm

In order to take the given drain voltage variation into account, we must now calculate the
voltage equivalence factors, K, and K, (sw) for both types of junctions. This will allow
us to find the average large-s1gnal capacntance values.
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' eq_—”i-(«lomns—40.837+0.5)=0.51
‘ —5-(-0.5)
CHAPTER 3
24/0.915 '
K, (sw)= —m-(40.915+5 -0.915+0.5)=0.53=K,,

The total area of the n*/p junctions is calculated as the sum of the bottom area and the
sidewall area facing the channel region. - :

A =(10x5) um?® +(5x1) um? =55 um?

The total-length of the n*/p* junction perimeter, on the other hand, is equal to the sum of
three sides of the drain diffusion area. Thus, the combined equivalent (average) drain-
substrate junction capacitance can be found as follows:

(Cap) =4A-Cj- Ky +P-Cpy,, Ko o(sw)
=55><10'8cm 1.41x10 F/cem?.0.51
+25%x10™% cm-6.01x107? F/cm -0.53=119x10"F=119 {F
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Exercise Problems

31

3.2

33

34

35

3.6

Consider a MOS system with the following parameters:

=200 A
$,.=—0.85V
N,=2-10"% cm?
Q,=4q210" C/em?

(a) Determine the threshold voltage V,, under zero bias at room tem-
perature (T = 300 K). Note that € =3.97¢ and ¢ =11.7¢,.

(b) Determine the type (p-type or n-type) and amount of channel implant
(N,/cm?) required to change the threshold voltage to 0.8 V.

Consider a diffusion area which has the dimensions 10 pm x 5 um, and the
abrupt junction depth is 0.5 um. Its n-type impurity doping level is N, = 1-10%
cm* and the surrounding p-type substrate doping level is N,=1-10" cm.
Determine the capacitance when the diffusion area is biased at 5 V and the
substrate is biased at O V. In this problem, assume that there is no channel-stop
implant.

Describe the relationship between the mask channel length, me, and the
electrical channel length, L. Are they identical? If not, how would you express
Lin terms of L, , and other parameters?

How is the device junction temperature affected by the power dissipation of
the chip and its package? Can you describe the relationship between the device
junction temperature, ambient temperature, chip power dissipation, and
packaging quality?

Describe the three main components of the load capacitance C when a

load
logic gate is driving other fanout gates.

Consider the layout of an nMOS transistor shown in Fig. P3.6. The process
parameters are:

N,=2-10®cm
N,=1-10% cm?

X.= 0.5 pm

)
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3.7

L,=05pm"
t,_=0.05 um
V,=08V

Channel stop doping = 16.0 x (p-type substrate doping)

Wph=10pum

Figure P3.6

Find the effective drain parasitic capacitance when the drain node voltage
changes from 5 Vto 2.5 V.

A set of I-V characteristics for an nMOS transistor at room temperature is
shown below for different biasing conditions. Figure P3.7 shows the measure-
ment setup.

Using the data, find : (a) the threshold voltage V,, (b) electron mobility u,,
and (c) body effect coefficient gamma (). ‘

Some of the parameters are givenas: WL=1.0,z = 345 A, |2¢,| = 0.64 V.

Vs N[ Vo N[V D[ 1, (1)

4 4 0.0 256
5 5 0.0 441
4 4 2.6 144
5 5

12.6 256
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Compare the two technology scaling methods, namely, (i) the constant
electric-field scaling and (ii) the constant power-supply voltage scaling. In
particular, show analytically by using equations how the delay time, power
dissipation, and power density are affected in terms of the scaling factor, S.

To be more specific, what would happen if the design rules change from, say,
1 umto 1/Sum (§> 1) ?

3.9 A pMOS transistor was fabricated on an n-type substrate with a bulk doping
density of N, = 10'cm, gate doping density (n-type poly) of N, = 10 cm?,
- Q,/q = 410"cm?, and gate oxide thickness of ¢ = 0.1 um. Calculate the
- threshold voltage at room temperature for V,,= 0. Use €= 11.7¢,.

| 310 A depletion-type nMOS transistor has the following device parameters:

- u, =500 cm¥V-s

t, =345A
29, =0.84V
W/L=1.0

Some laboratory measurement results of the terminal behavior of this device
are shown in the table below. Using the data in the table, find the missing value
of the gate voltage in the last entry. Show all of the details of your calculation.

¢

L, (LA) VoM | V(W) |V, (V) | V5 (V)

50.0 3 0 0 0
40.0 5 3V 0 ? .
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3.11

3.12

3.13

. Using the parameters given below calculate the current through two

nMOS transistors in series (see Figure P3.11), when the drain of the top
transistor is tied to VDD, the source of the bottom transistor is tied to V,=0and
their gates are tied to V. The substrate is also tied to V, ;= 0'V. Assume that

W/L = 10 for both tran51stors

k' =25 pA/V?
Vy=10V
y=0.39 V12
20,/ =06V

Hint : The solution requires several iterations, and the body effect on threshold
voltage has to be taken into account. Start with the KCL equation.

+5V

’ ) _— =

Figure P3.11

The following parameters are given for an nMOS process:

t,.=500A

substrate doping N = 1-10%cm?

polysilicon gate dopmg N,=110*cm?
oxide-interface fixed-charge density N, =2:10"cm’

(a) Calculate V,. for an unimplanted transistor.

(b) What type and what concentration of impurities must be implanted
to achieve V., =+2VandV, =-2V ?

Using the measured data given below, determine the device parameters Vo
k, v, and A, assuming 2¢,=-0.6 V.
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3.15

3.16

317

Vs | Vg (V)| Vg (V)| 1, ()

2 5 0 10

5 5 0 400
5 5 L3 280
5 8 0 480

Using the design rules specified in Chapter 2, sketch a simple layout of an

nMOS transistor on grid paper. Use a minimum feature size of 3 um. Neglect

the substrate connection. After you complete the layout, calculate approximate
values for C,, C,»and C,. The following parameters are given.

Substrate doping N, = 10" cm™ Junction depth = 0.5 um
Drain/source doping N, = 10” cm? Sidewall doping = 107 cm™
W=15um drain bias =0V

L=3um

t =0.05um

Derive the current equation for a p-channel MOS transistor operating in
the linear region, i.e., for V, .+ V> V.

An enhancement-type nMOS transistor has the following parameters:

V,=08V
y =02V
A =0.05 V!
20/=058 V
k' =20 pA/V?

(a) When the transistor is biased with V,=28YV, VD= 5V, Vs =1V,
and V,= 0V, the drain current is 1,=0.24 mA. Determine W/L.

b) Calculate I, for V,=5V,V,=4V, V=2V, and V,=0 V.

() Ifu,=500cm¥V-sand C,=C, WL=10x10"F,find Wand L.

An nMOS transistor is fabricated with the following physical parameters:

N, =10¥cm?

N, (substrate) = 10'¢ cm
N* (chan. stop) = 10" cm™
W =10 um

115
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(a)
(b)

Y=5um

L =15 pm
L, =0.25 pm
X, =04 um

Determine the drain diffusion capacitance for VDB= SVand25V.

Calculate the overlap capacitance ‘between gate and drain for an
oxide thickness of ¢_= 200 A.



CHAPTER 4

MODELING OF MOS
TRANSISTORS USING SPICE

SPICE (Simulation Program with Integrated Circuit Emphasis) is a general-purpose

circuit simulator which is used very widely both in the microelectronics industry and in

educational mstltutlons as an essential computer-aided design (CAD) tool for circuit

design. After almost two decades of runnin gon various platforms around the world, it can

be regarded as the de facto standard in-circuit simulation. Most engineers and circuit

designers using SPICE acknowledge how critical the input models for transistors are to

~ obtain simulation outputs matching the experimental data. In the fast-advancing field of
VLSI design, a sound knowledge of physical models used to describe the behavior of
transistors and knowledge of various device parameters are essential for performing
detailed circuit simulations and for optimizing design. This chapter will describe the
physical aspects of various MOSFET models used in SPICE, and discuss the model
equations as well as the model parameters. Also, practical comparisons among the
different MOSFET models available in SPICE will be offered, which may help the users
to select the most appropriate device model for a given simulation task. It will be assumed
that the reader already has a working knowledge of SPICE, the structure of circuit input
files, and the use of MODEL description statements.

‘ SPICE has three built-in MOSFET models: LEVEL 1 (MOS1) is described by a
square-law current-voltage characteristic, LEVEL 2 (MOS2) is a detailed analytical
MOSFET model, and LEVEL 3 (MOS3) is a semi-empirical model. Both MOS2 and
MOS3 include second-order effects such as the short-channel threshold voltage, sub-
threshold conduction, scattering-limited velocity saturation, and charge-controlled ca-
pacitances. The level (type) of the MOSFET model to be used in a particular simulation
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task is declared on the MODEL statement. In addition, the user can describe a large
number of model parameters in this statement. Information about the geometry of a
particular device, such as the channel length, channel width, and source and drain areas,
is usually given on the element description line of that device. Some typical MOSFET
elerqent description lines and MODEL statements are given below.

ML 3 1 0 0 NMOD Le=lU W=1l0U AD=120P  PD=42U
MDEV32 14 9 12 5 PMOD Lml.2U0 W=20U
.MODEL NMOD NMOS (LEVEL=1 VTO=1.4 KP=d.SE-5 CBD=SPF CBS=2PF)

-MODEL .PMOD PMOS (Vro=-2  KP=3,0B-5 LAMBDA=0.02 GAMMA=0, 4
+ CED=4PF CBS=2PF RD=5 RS=3 CGDO=1PF
+ CGSO=1PF CGBO=1FF)

4.1. Basic Concepts

In the following, we will examine the various model equations and the model parameters
associated with the built-in MOSFET models. We will also discuss the usual (normal)
range for the parameter values and the default values of the model parameters which are
already incorporated into SPICE. A list of all MOSFET model parameters is given in
Table 4.1. ‘ .

The equivalent circuit structure of the NMOS LEVEL 1 model, which is the default
MOSFET model in SPICE, is shown in Fig. 4.1. This basic structure is also typical for
the LEVEL 2 and LEVEL 3 models. Note that the voltage-controlled current source / D
determines the steady-state current-voltage behavior of the device, while the voltage-
controlled (nonlinear) capacitors connected between the terminals represent the parasitic
oxide-related and junction capacitances. The source-substrate and the drain-substrate
junctions, which are reverse-biased under normal operating conditions, are represented
by ideal diodes in this equivalent circuit. Finally, the parasitic source and drain
resistances are rep'resented by the resistors R, and R s, respectively, connected between
the drain current source and the respective terminals. /

The basic geometry of an MOS transistor can be described by specifying the nominal
channel (gate) length L and the channel width W, both of which are indicated on the
element description line, The channel width W is, by definition, the widzh of the area
covered by the thin gate oxide. Note that the effective channel length L, is defined as
the distance on the surface between the two (source and drain) diffusion regions. Thus,
inorder to find the effective channel length, the gate-source overlap distance and the gate-

_ drain overlap distance must be subtracted from the nominal (mask) gate length specified -

on the device description line. The amount of gate overlap over the source and the drain
can be specified by using the lateral diffusion coefficient Ly, in SPICE.
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Figure 4.1.  Equivalent circuit structure of the LEVEL 1 MOSFET model in SPICE.

For modeling p-channel MOS transistors, the direction of the dependent current source,
the polarities of the terminal voltages, and the directions of the two diodes representing
the source-substrate and the drain-substrate junctions must be reversed. Otherwise, the
equations to be presented in the following sections apply to p-channel MOSFETs as well.

4.2. The LEVEL 1 Model Equations

The LEVEL 1 model is the simplest current-voltage description of the MOSFET, which
is basically the GCA-based quadratic model originally proposed by Shichman and
Hodges. The equations used for the LEVEL 1 n-channel MOSFET model in SPICE are
as follows.

- Linear Region
kKW
Ip =" 7—[2(Vas = Vr)Vos ~ V3s|-(1+ AVps) for Vg2 Vg
eff 4.1)
and VDS < VGS - VT '
Saturation Region
kW 2
ID=?‘L_‘(VGS_VT) ‘(1+A‘.VDS) fOl‘ VGSZVT
eff “4.2)

" and VDS 2 VGS - VT
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where the threshold voltage Vi is calculated as N

Ve =Yoo +7-(\R0e[+Vip - 207 “3)

Note that the effective channel length Lejf used in these equations is found as follows:
Ly=L-2-L, 44

The empirical channel length modulation term (1 + AVDS) appears both in the linear
region and in the saturation region equations, although the physical channel length
shortening effect is observed only in saturation. This term is included in the linear region
equations to ensure the continuity of the first-order derivatives at the linear-saturation
region boundary.

Five electrical parameters completely characterize this model: k', Vo ¥ 204, and

- A. These parameters (KP, VTO, GAMMA, PHI, and LAMBDA, respectively) can be

specified directly in the MODEL statement, or some of them can be calculated from the
physical parameters, as follows.

k'=u-C,, where C, =fu 425)

ox

~

ox

V2:E5-q-Ny

y=Y_S 7 4 ‘ 4.6
C.. | (4.6)
kT n;

20, =2 In|—|.

Or " "[NJ 4.7

Thus, it is also possible to specify the physical parameters M, t,,, and N, in the MODEL
statement instead of the electrical parameters, or a combination of both types of
parameters. If a conflict occurs (for example, if both the electron mobility u and the
electrical parameter &’ are specified in the .MODEL statement), the given value of the
electrical parameter (in this case k') overrides the physical parameter. Typical variations
of the drain current with the significant electrical model parameters KP, VTO, GAMMA,
and LAMBDA are shown in Figs. 4.2 through 4.6. Nominal parameter values used in the
simulations are:

k'=27.6 nA/vV? , KP = 27.6U
V=10V VTo = 1
y=0.53 V112 GAMMA = 0.53
2¢0p=-0.58. PHI = 0.58

A=0 LAMBDA = 0




The corresponding physical parameter values (which may be overridden by the electrical 123
parameters listed above) are as follows:

Modeling of

,u =800 cm?/Vs UO = 800 MOS Transistors
=100 nm TOX = 100E-9 Using SPICE

NA =10V cm™3 NSUB = 1E15

Lp=0.8 um LD = 0.8E-6

In summary, for simple simulation problems the LEVEL 1 model offers a useful
estimate of the circuit performance without using a large number of device model
parameters. In the following two sections, we present basic equations for LEVEL 2 and
LEVEL 3 models, although they are not identical to the SPICE-implemented versions.

4.3. The LEVEL 2 Model Equations

To obtain a more accurate model for the drain current, it is necessary to eliminate some
of the simplifying assumptions made in the original GCA analysis. Specifically, the bulk
depletlon charge must be calculated by taking into account its dependence on the

ID' HA “

a0

Vgs =5V

30—

20

10

——— — — — — — — — — ———

il el ool ksl bttt S
0 1 2 3 4 5 Vps, V

Figure 4.2.  Variation of the drain current with model parameter VTO, for the LEVEL1 model
(Copyright © 1988 by McGraw-Hill, Inc.).
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Figure 4.3.  Variation of the drain current with model parameter KP, for the LEVEL1 model
(Copyright © 1988 by McGraw-Hill, Inc.).

Ip, uA A

tox * 120 nm

Vs VO

’ thure 4.4.  Variation of the drain current with model parameter TOX, for the LEVEL1 model
, (Copyright © 1988 by McGraw Hill, Inc.).
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Figure 4.5.  Variation of the drain current with parameter LAMBDA, for the LEVELI model
. (Copyright © 1988 by McGraw-Hill, Inc.).
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Figure 4.6.  Variation of the drain current with parameter GAMMA, for the LEVEL2 model
(Copyright © 1988 by McGraw-Hill, Inc.).
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channel voltage. Solving the drain current equation using the voltage-dependent bulk
charge term, the following current-voltage characteristics can be obtained:

L

- (4.8)
_%. .[(VDS = Vs +[205))"" (~Vas + |2¢F|)3/2} } -

Here, V5 denotes the flat-band voltage of the MOSFET. Note that the corrective term
for channel length modulation is present in the denominator in this current equation. The
model equation (4.8) also includes a variation of the drain current with the parameter ¥,
even if the substrate-to-source voltage Vg is equal to zero. The saturation condition is
reached when the channel (inversion) charge at the drain end becomes equal to zero. From

-this definition, the saturation voltage Vpsar can be calculated as

, 2
Vosar = Vs — Ve ‘|2¢F|+ vt ‘[1 B \/1 +72-‘(VGS - VFB)J 4.9
The saturation mode current is
{ ,
Ip = Ipg, m (4.10)

where I, . is calculated from (4.9) using V5 = V541 The zero-bias threshold voltage
Vpo corresponding to the LEVEL 2 model can be calculated from (4.8) as follows:

Veo = Bge - "'CNSS +[205]+ 720 @.11)

where @~ denotes the gate-to-channel work function difference and N s denotes the
fixed surface (interface) charge density. The LEVEL 2 model yields more accurate
results than the simple LEVEL 1 model, but its accuracy is still not sufficient to achieve
good agreement with experimental data, especially for short- and narrow-channel
MOSFETs. Consequently, a number of semi-empirical corrections have been added to
the basic equations, in order to improve their precision. Some of these enhancements will
be discussed in the following,

Variation of Mobility with Electric Field

In the current equations presented above, the surface carrier mobility has been assumed
constant, and its variation with applied terminal voltages has been neglected. This




| approximation simplifies the calculation of the drain current integral, but in reality, the

surface mobility decreases with the increasing gate voltage. In order to simulate this
mobility variation, which is primarily due to the scattering of carriers in the channel, the
- parameter k' is modified as follows:

v N
Eq t. U
k'(new)=k'-| =& o —¢ 4.12

( €ox (VGS -Vr-U,- VDS)) (4.12)

. Here, the parameter U . represents the gate-to-channel critical field, the parameter U,
b represents the contribution of the drain voltage to the gate-to-channel field, and U, is an
| exponential fitting parameter. U, is usually chosen between 0 and 0.5. This formula
{ allows a good agreement between SPICE simulation results and experimental data, for
| long-channel MOSFETs. :

Variation of Channel Length in Saturation Mode
Both the LEVEL 1 and the LEVEL 2 model equations use the empirical parameter A to
. account for the channel length modulation effect in the saturation region. The LEVEL 2

‘model also offers the possibility of using a physical expression for calculating the channel
. length in saturation mode:

Ly =Ly -AL ; (4.13)

2
AL = 2-€5 | Vbs = Vpsar + l_l_(VDS_VDSAT)
q-N, 4 4 (4.14)

Thus, if the empirical channel length shortening (modulation) coefficient A is not
¢ specified in the MODEL statement, its value can be found as

. where

AL

A=—=t=
Ly Voo | | 4.15)

] ~ The slope of the I)-V g curve in saturation canbe adjusted and fitted to experimental data
- by changing the substrate doping parameter N4. In this case, however, other N -

- dependent electrical parameters such as 2¢; and ¥ must be specified separately in the
~ .MODEL statement, since N, is being used as a fitting parameter for the saturation mode
. slope.

Saturation of Carrier Velocity

The calculation of the saturation voltage Vp,¢,7in (4.9) is based on the assumption that
i the channel charge near the drainbecomes equal to zero when the device enters saturation.
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This hypothesis is actually incorrect, since a minimum charge concentration greater than
zero must exist in the channel, due to the carriers that sustain the saturation current. This
minimum concentration depends on the speed of the carriers. Moreover, carriers in the
channel usually reach the maximum speed limit, i.e., their velocity saturates, before the
channel charge approaches zero. This maximum carrier speed in the channel is denoted
as v,..,- The inversion layer charge at the channel-end (for Vjg = Vps47) is found as

I
Qpy = 22— 4.16

m = o (4.16)
The value of the saturation voltage Vpsar can also be found from this expression. If the
parameter is specified in the . MODEL statement, the amount of channel length shorten-
ing (AL) in saturation is calculated by the following formula, instead of (4.14).

2-u

2-Ec
XDﬂ/—N N @.18)
q - Npg-Neg

Here, the parameter N, is used as a fitting parameter. This model provides good
agreement with experimental data for MOSFETSs with long channel lengths. On the other
hand, its implementation is complicated because of a discontinuity of the first derivative
at the saturation region boundary. This difficulty may sometimes cause convergence
problems in the Newton-Raphson algorithm.,

i . 2 2 .
AL = XD . \/(XDZ—::W‘_) + VDS - VDSAT _M (417)

where

Subthreshold Conduction

The basic model implemented in SPICE calculates the drift current in the channel when
the surface potential is equal to or larger than 29y, i.e., in strong surface inversion. In
reality, as already explained in Chapter 3, a significant concentration of electrons exists
near the surface for Vs < Vi therefore, there is a channel current even when the surface
is not in strong inversion. This subthreshold current is due mainly to diffusion between
the source and the channel. The model implemented in SPICE introduces an exponential,
semi-empirical dependence of the drain current on V5¢ in the weak inversion region. A -

voltage V,, is defined as the boundary between the regions of weak and strong inversion
(Fig. 4.7). ’

Ves—Von ) = ) '
I1p(weak inversion) = I, -e( @ )(""T) : : (4.19)




- Here, I, is the current in strong inversion for Vs = Von» and the voltage V,, is found as

nkT ‘
Vor = Vo + T (4.20)
where , » '
q-N C,
n=l+=E 4ot 4.21)

ox 0X

“ The parameter N is defined as the number of fast superficial states, and is used as a
- fitting parameter that determines the slope of the subthreshold current-voltage character-
| istics. C,is the capacitance associated with the depletion region. It is clear that the model
1 mgroduces adiscontinuity for VGS‘ Von ; therefore, the simulation of the transition region
| between weak and strong inversion is not very precise.

Ips, Ak
-5 -

-6

-1 Ngg = O (default)

-12
IR S AR N SR R N
O 020 040 060 080 1.00 120 140 160 180 200
Ves: V

Figure 4.7.  Variation of the drain current in the weak inversion region, as a function of the gate
voltage and for different values of the parameter N ¢, in the LEVEL 2 model (Copyright © 1988
by McGraw-Hill, Inc.).

. Other Small-Geometry Corrections

;. The current-voltage equations (4.8) through (4.10) have been obtained from a theory that
- does not take into account two-dimensional and small- -geometry effects. Therefore, these
- equations do not include a link between the threshold voltage and the channel dimensions
- Wand L. As already discussed in Chapter 3, however, the threshold voltage is a function
. of both device dimensions in small-geometry MOSFETS.
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The model used in SPICE (LEVEL 2) incorporates essentially the same equations
presented in Chapter 3 for short- and narrow-channel effects. The model parameters x;
and N, can be used as fitting parameters for the short-channel effect, but it is difficult to
obtain satisfactory results over a large range of channel lengths. Moreover, this model
does not adequately explain the dependence of V. on the drain voltage. For narrow-
channel effects, the empirical parameter & is used for fitting the experimental data. The
calculation of narrow-channel threshold voltage variations can be disabled by specifying
& =0in the MODEL statement.

4.4. The LEVEL 3 Model Equations

The LEVEL 3 model has been developed for simulation of short-channel MOS' transis-
tors; it can represent the characteristics of MOSFETs quite precisely for channel lengths
down to 2 um. The current-voltage equations are formulated in the same way as for the
LEVEL 2 model. However, the curtent equation in the linear region has been simplified
with a Taylor series expansion of (4.8). This approximation allows the development of
more manageable basic current equations compared to those for the LEVEL 2 model. The
short-channel and other small-geometry effects are introduced in the threshold voltage
and mobility calculations.

The majority of the LEVEL 3 model equations are empirical. The aims of using
empirical equations instead of analytical models are both to improve the accuracy of the
model and to limit the complexity of the calculations and, hence, the amount of required
simulation time. The drain current in the linear region is given by the following equation:

w 1+ Fy
Ip=p;-Cp 3 '(Vcs =-Vr- VDS) Vbs 4.22)
eff
where '
Fpe—2XE __ .F

4 Q|2¢F|+VSB ! (4.23)

The empirical parameter Fz expresses the dependence of the bulk depletion charge on the
three-dimensional geometry of the MOSFET. Here, the parameters Vo, F, and u, are
influenced by the short-channel effects, while the parameter F,, is 1nﬂuenced by the
narrow-channel effects. The dependence of the surface mobility on the gate electric field
is simulated as follows:

u

Ns - 1+ e‘(VGs _VT) . (4'24)

The LEVEL 3 model also includes a simple equatidh that accounts for the decrease inthe |

effective mobility with the average lateral electric field:




u

Mo = —— 15—
€
14y — D5 (4.25)
s . L
max  “eff

.. where U, is the surface mobility calculated from (4.24). The model for the weak inversion
- region is the same as that for the LEVEL 2 model.

. 4.5. Capacitance Models

- The SPICE MOSFET models account for the parasitic device capacitances by using
. ‘separate sets of equations in cut-off, linear mode, and saturation mode. Oxide capaci-
- tances and depletion capacitances are calculated as nonlinear functions of the bias
- voltages, using the basic parasitic capacitance information (such as the zero-bias
capacitance values) and the device geometry (such as the junction areas and perimeters)
~ supplied by the user.

Gate Oxide Capacitances

-~ SPICE uses a simple gate oxide capacitance model that represents the charge storage
_ effect by three nonlinear two-terminal capacitors : Csp Cgs» and Cgp. The voltage
- dependence of these capacitances (cf. Meyer's capacitance model) is quite similar to that
 shown in Fig. 3.32 in Chapter 3. The geometry information required for the calculation
- of gate oxide capacitances are: gate oxide thickness TOX, channel width W, channel length
"L, and the lateral diffusion LD. This information is to be provided by the user in the
respective device description line. The capacitances CGBO, CGSO, and CGDO, which are
- specified in the MODEL statement, are the overlap capacitances between the gate and
~ the other terminals outside the channel region.

- If the parameter XQC is specified in the .MODEL statement, then SPICE uses a
. simplified version of the charge-controlled capacitance model proposed by Ward, instead
of Meyer's model. Ward's model analytically calculates the charge in the gate and in the
- substrate. While this model avoids errors caused in the simulation in which some nodes
. in the network cannot change their charge, it may occasionally lead to convergence
- problems during simulation. The variation of oxide capacitances as functions of the gate
voltage according to Ward's model are shown in Fig. 4.8.

. Junction Capacitances

~ The parasitic capacitances of the source and drain diffusion regions are simulated in
- SPICE with the simple pn-junction model. Since both the source and the drain diffusion
regions are surrounded by a p* doped sidewall (channel-stop implant), two separate
models are used for the bottom area depletion capacitance and for the sidewall area
“depletion capacitance.
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Cox A

[ | o
Vts Vin V Vea: Vv

Figure 4.8. Oxide capacitances as functions of the gate-to-substrate voltage, according to
Ward's capacitance model (Copyright © 1988 by McGraw-Hill, Inc.). ’

C,-AS Cipy - PS
Csp =7 oyt = M
( __XB_S.) v[l_l’&) (4.26)°
9, 9 |
C;-AD C,, - PD
CDB = J Mj + Jsw Mjsw
(1_h) ( _V_BD_] @27)
) )

Here, C, is the zero-bias depletion capacitance per unit area at the bottom junction of the
drain or the source diffusion region, and C;,,, is the zero-bias depletion capacitance per
unit length at the sidewall junctions. For typical sidewall doping, which is about 10 times

larger than the substrate doping concentration, C,, can be approximated by

Ciow =V10-C; - x; (4.28)



L AS and AD are the source and the drain areas; PS and PD are the source and the drain
i perimeters, respectively (This geometry information must be specified in the correspond-
- ing device description line). Note that although inreality only three sides of a rectangular
| diffusion region are surrounded by the p* channel-stop implant, entire source and drain
'L ' perimeters are usually spec1f1ed as PS and PD. This tends to overestimate the total
;L diffusion capacitance, but the difference is not very significant. Also, the built-in j junction
;3 ‘potential @, which is actually a function of the doping densities, is assumed to be equal
. for both the bottom junction and the sidewall junction.

: Finally, the parameters M; and M, , denote the junction grading coefficients for the
L bottom and the sidewall junctions, respectively. Default values are M, = 0.5 (assuming
| abrupt junction profile for the bottom area) and Mjsw = 0.33 (assuming linearly graded
unction profile for the sidewalls). :

i Example 4.1.

| The top view of an n-channel MOSFET is shown in the figure below. The process
parameters for this device are :

Ny= 1015 cm3

N, (sidewall) = 2 1x1016 ¢m-3
Np= 1020 cm3

x;=0. 8 um

£, =600 A

Lp=05pum

‘ - The zero-bias threshold voltage is measured as 0.85 V, and k' is determined to be 45 pA/
| V2. The channel length modulation coefficient is A = 0.05. The source, drain, gate, and
| substrate nodes of the device are labeled by node numbers 4, 6, 12, and 7, respectively.
‘ - Prepare the device description line and the . MODEL line for SPICE simulation. Use the
| LEVEL 1 model, and avoid conflicting parameter definitions.

8 um
7 um 4um A
+—————» - »
8 m SOURCE | DRAIN 8 um
n+ . n+
GATE 2um I
A
<+

3 pm

133

Modeling of
MOS Transistors
Using SPICE



134

CHAPTER 4

The gate oxide capacitance per unit area is

' -14
G, = Son o BOBESXION (ot
fw | 600X10

The substrate bias coefficient (GAMMA) and the surfac_e inversion potential (PHI) are
found as follows:

1/2 q- NA Es _V2:16-107°.10%.11.7.8.85.107

Coo 575%107°

2.&.1,{& =
q N,

Now we start to calculate the parameters needed for the parasitic capacitance descrip-
tions. The built-in junction potential (PB) for the bottom diffusion area is

=032 v}

|2 : ¢F(substrate)| = =0.58V

1015

1010
2.0.026 V-ln(&)

q n: 2.1x10%

) 20 1015

%% =-k-z-1n(NA ZNDJ =0.026 V-ln[u) =0.878 V

1

Note that this junction potential is used for calculating all junction capacitances, which
results in an overestimation of the sidewall junction capacitance. The zero-bias depletion

capacitances associated with the bottom junction (CJ) and the sidewall junctions (CJ SW)
are found as

C. E5i°9 | NyoNp | 1
jo
_ [117-885-10™F/cm-1.6-107°C (10*.10 ) 1
2 10* +10" | 0.878

=9,7%x107° F/cm?

C. . |Esiva [ Na(sw)-Np ) 1
J0sw Iy 2 Ny(sw)+Np ) @

_08x10_4_\j11.7-8.85-10"“-1.6-10"9 [1020-2.1-1016) 1

2 170 +2.1.10 ) 0.878
=3,56 %1072 F/cm



We will assume abrupt junction profiles for both the bottom junctions and the sidewall
junctions; thus, MJ = 0.5 and MJSW = 0.5. The gate overlap capacitances per unit
length (CGSO and CGDO) are calculated as:

Cos0 = Copo = Cor *Lp =5.75%107-0.5x10™ = 2.87 pF/em

~ Finally, we calculate the area and the perimeter (in m? and m, respectively) of the source
and the drain diffusion regions. Now, we can write the device description line and the
- MODEL line that correspond to this device, as follows:

ML 6 12 4 7 NM1 W=5U L=3U LD=0.5U AS=37.5P PS=25U
+ AD=94 .5P PD=43U

+.MODEL NM1 NMOS (VTO=0.85 KP=45U LAMBDA=0.05 GAMMA=O,32

+ } PHI=0.58 PB=0.878 CJ=x9.7E-5 CJSW=3,56E-10
T+ CG@SO=2,87E~10 CGEDO=2.87E-10 MJI=0.5
+ MJISW=0.5)

Notice that PS and PD are calculated here by taking into account the entire perimeter of

the respective diffusion region, including the boundaries facing the gate (channel).
~ Similarly, AS and AD are simply taken as the bottom area of the respective diffusion
* region, This approach slightly diverges from the exact capacitance calculation formulas
given in Chapter 3, and results in a minor over-estimation of the actual junction
capacitances. Yet due to the relative simplicity of calculating the area and the perimeter
_of polygons (i.e., source and drain regions) defined in the mask layout, this method can
easily be applied to automatic layout parasitic extraction. '

The junction capacitances are very important not only for the correct description of
the circuit, but also because the convergence of the variable time-step integration
* algorithms used in SPICE actually improves with the presence of node capacitances.
Therefore, it is useful to define the areas of the source and the drain diffusions early in
the design process, even if the actual areas and the perimeters in the SPICE circuit
description file must be updated following the completion of the layout.

.4.6. Comparison of the SPICE MOSFET Models

Now we can briefly reexamine the main differences between the three MOSFET models

presented in this chapter. This comparison may be useful for choosing the best model for
a given circuit simulation task.

The LEVEL 1 model is usually not very precise because the GCA used in the
_, derivation of model equations is too approximate and the number of fitting parameters
is too small. The LEVEL 1 model is useful for a quick and rough estimate of the circuit
performance without much accuracy.
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The LEVEL 2 model can be used with differing complexities by adding the
parameters relating to the various effects that this model supports. However, if all model
parameters are specified by the user, i.e., if the greatest level of complexity is obtained,

this model requires a large amount of CPU time for the calculations. Moreover, the
LEVEL 2 model may occasionally cause convergence problems in the Newton-Raphson -

algorithm used in SPICE.

A comparison between the LEVEL 2 and the LEVEL 3 models is interesting (Fig.
4.9). The LEVEL 3 model usually achieves about the same level of accuracy as the
LEVEL 2 model, but the CPU time needed for model evaluation is less and the number
of iterations are significantly fewer for the LEVEL 3 model. Consequently, the only

disadvantage of the LEVEL 3 model is the complexity of calculating some of its °

parameters. It is best to use the LEVEL 3 model, if possible, and the LEVEL 1 model, if
large precision is not required.

Ip.maj

Figure 4.9. Drain current versus drain voltage characteristics of an n-channel MOSFET
calculated with the LEVEL 2 model (A) and the LEVEL 3 model (B) (Copyright © 1988 by
McGraw-Hill, Inc.). :

The parameters common for both models are : VIO = 1,XJ = 1.0E-6,LD = 0.8E-6.

The parameters of the LEVEL 2 model are : U0 = 800, UCRIT = 5.0E4, UEXP =.0.15.
The parameters of the LEVEL 3 model are : U0 = 850, THETA = 0.04.

Using LEVEL 1 as a Fitting Model

The precision of the Simplistic LEVEL 1 model is inadequate for representing the exact
electrical behavior of short-channel MOS transistors, yet the simple model equations still
make it very useful for hand calculations. To achieve a reasonable agreement between




hand calculations and actual device/circuit performance, one possible approach is to use
empirical (not physical) LEVEL 1 parameters. For example, applying the physical
description (4.5) to calculate the value of KP will usually result in an overestimation of
' the'drain current. Instead, all parameter values should be extracted from data, i.e., the
model equations should be used purely as a fitting model. Due to the simplicity of model
. equations, it may not always be possible toachieve a good agreement with measured data.

"Yet, it can be shown that LEVEL 1 model parameters optimized to fit the data in the
saturation region (e.g.: Vo =V, Vo > Vo - V) will work reasonably well for
estimating the transient (switching) behavior of circuits.

BSIM - Berkeley Short-Channel IGFET Model

The recently developed LEVEL 4 (Berkeley Short-Channel IGFET Model, or BSIM)
model is analytically simple and is based on a small number of parameters, which are
normally extracted from experimental data. Its accuracy and efficiency make it one of the
most popular SPICE MOSFET models at present, especially in the microelectronics
industry. Currently, the BSIM3 version is widely used by many companies to accurately
model the electrical-behavior of sub-micron MOSFETSs. A thorough discussion of BSIM
equations and model parameter extraction is beyond the scope of this book. For a
complete description of the model, the reader is referred to the recent literature on this
subject. '
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APPENDIX

Typical SPICE Model Parameters

SPICE Level 2 model parameters for a typical 0.8 um CMOS process:

.MODEL.MODN NMOS LEVEL=2

+NLEV=0
+CGS0=0.350e-09
+CJ=0.300e-03
+MJISW=0.330e+00
+NDS=1.000e+12
+JS=0.010e-03
+T0X=15.50e-09
+VTO0=0.850e+00
+NEFF=10.00e+00
+U0=460.0e+00
+VMAX=62.00e+03
+LD=0.000e-06
+BEX=-1.80e+00

CGDO=0.350e-09
MJ=0.450e+00
1S=0.000e+00
VNDS=0.000e+00
PB=0.850e+00

- XJ=0.080e-06

NFS=0.835e+12
UTRA=0.000e+00

UCRIT=38.00e+04

DELTA=0. 250e+00
WD=0.600e-06

TLEV=1.000e+00

CGB0O=0.150e-09
CJIJSw=0.250e-09
N=1.000e+00

RSH=25.00e+00

NSUB=64.00e+15

UEXP=0.325e+00
KF=0.275e-25
AF=1.500e+00

TCV=1.400e-03

. 3 e



.MODEL MODP PMOS LEVEL=2

+NLEV=0

- +CGS0=0.350e-09

+CJ=0.500e-03
+MJISW=0.290e+00
+NDS=1.000e+12
+J5=0.040e-03
+T0X=15.00e-09
+VTO0=-.725e+00
+NEFF=2.600e+00
+U0=160.0e+00
+VMAX=61.00e+03
+LD=-.075e-06

+BEX=-1.50e+00

CGDO=0.350e-09
MJ=0.470e+00
IS=0.000e+00
VNDS=0.000e+00
PB=0.800e+00
XJ=0.090e-06
NFS=0.500e+12
UTRA=0.000e+00
UCRIT=30.80e+04
DELTA=0.950e+00
WD=0.350e-06

TLEV=1.000e+00

CGBO=0.150e-09
CJIJSW=0.210e-09
N=1.000e+00

RSH=47.00e+00
NSUB=32.80e+15
UEXP=0.350e+00

KF=0.470e-26
AF=1.600e+00

TCV=-1.80e-03

Exercise Problems

4.1 Rewrite the SPICE code for the nMOS model in Example 4.1 for a graded junction
using the following parameters:

*N,=210" cm?3
* N, (sidewall) = 2.1-10'6 cm™3

* N, =10 cm

. X].= 0.5 um
«t,=200A

*L,=0.2pum

4.2 A layout of nMOS transistors in the NAND?2 gate is shown below. Write a SPICE
description corresponding to the layout. The diffusion region between two polysilicon
gates can be split equally between the two transistors.

5 um

Figure P4.2
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140 4.3 Using the SPICE LEVEL 1 MOSFET model equations, derive an expression for the

- sensitivity of the drain current /,, with respect to temperature. Calculate the

CHAPTER 4 sensitivity at room temperature T = 300 K by using the values in Example 4.1. For
simplicity, assume that n, is independent of temperature. Also verify your solution
numerically by calculating I}, at 310 K and then AI,/AT.

4.4 Explain why several versions of nMOS transistor models and pMOS transistor
models coexist despite the fact that some models are more accurate than others.



CHAPTER 5

MOS INVERTERS:
STATIC CHARACTERISTICS

The inverter is the most fundamental logic gate that performs a Boolean operation on a
single input variable. In this chapter, we will examine the DC (static) characteristics of
various MOS inverter circuits. It will be seen later that many of the basic principles
employed in the design and analysis of MOS inverters can be directly applied to more
* complex logic circuits, such as NAND and NOR gates, as well. The inverter design
therefore forms a significant basis for digital circuit design. Consequently, the DC
analysis of MOS inverters will be carried out rigorously, and in detail. While analytic
' techniques constitute most of the material presented in this chapter, numerical compari-
. sons with circuit simulation using SPICE will also be emphasized, since computer-aided
techniques are integral components of the analysis and design processes for digital
circuits.

5.1. Introduction

The logic symbol and the truth table of the ideal inverter are shown in Fig. 5.1. In MOS
inverter circuits, both the input variable A and the output variable B are represented by
node voltages, referenced to the ground potential. Using positive logic convention, the
Boolean (or logic) value of "1" can be represented by a high voltage of V,,,, and the
- Boolean (or logic) value of "0" can be represented by a low voltage of 0. The DC voltage
transfer characteristic (VTC) of the ideal inverter circuit is shown in Fig. 5.2. The voltage
V., is called the inverter threshold voltage. Note that for any input voltage between 0 and

V =Vpp/2, the output voltage is equal to V,, (logic "1"). The output switches from V,,
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to O-when the input is equal to V,,. For any input voltage between V,, and V, ,, the output
voltage assumes a value of O (logic "0"). Thus, an input voltage 0 <V, <V, is interpreted
by this ideal inverter as a logic "0," while an input voltage V,, <V, <V, is interpreted
as a logic "1." The DC characteristics of actual inverter circuits will obviously differ in
various degrees from the ideal characteristic shown in Fig. 5.2. The accurate estimation
and the manipulation of the shape of VTC for various inverter types are actually important
parts of the design process.

Al B

_ 1
A B=A
1 0
Symbol Truth Table
Figure 5.1.  Logic symbol and truth table of the inverter.
Vout
Voo
A
Logic "1" output
Logic "0" output
] > Vin
0 Vpp/2 Vop

Figure 5.2.  Voltage transfer characteristic (VTC) of the ideal inverter.

Figure 5.3 shows the generalized circuit structure of an nMOS inverter. The input
voltage of the inverter circuit is also the gate-to-source voltage of the nMOS transistor
(V,, = V;s), while the output voltage of the circuit is equal to the drain-to-source voltage
(V.= Vpg)- The source and the substrate terminals of the nMOS transistor, also called
the driver transistor, are connected to ground potential; hence, the source-to-substrate .
voltage is Vp = 0. In this generalized representation, the load device is represented as a
two-terminal circuit element with terminal current I, and terminal voltage V(). One




terminal of the load device is connected to the drain of the n-channel MOSFET, while the
other terminal is connected to V/,, the power supply voltage. We will see shortly that the
characteristics of the inverter circuit actually depend very strongly upon the type and the
characteristics of the load device.

Voo
| +
LoAD |-V,

o +
¢| Vo =Vos
D
e
Vin=VGS .

- Figure 5.3.  General circuit structure of an nMOS inverter.

~.The output terminal of the inverter shown in Fig. 5.3 is connected to the input of another
- MOS inverter. Consequently, the next circuit seen by the output node can be represented
as a lumped capacitance, C_,. Since the DC gate current of an MOS transistor is
. negligible for all practical purposes, there will be no current flow into or out of the input
- and output terminals of the inverter in DC steady state.

Yoltage Transfer Characteristic (VTC)

Applying Kirchhoff's Current Law (KCL) to this simple circuit, we see that the load
- current is always equal to the nMOS drain current.

1 (Vm’ Vout) IL(VL) ‘ (51)

The voltage transfer characteristic describing V_ as a function of V,, under DC
conditions can then be found by analytically solving (5.1) for various 1nput voltage
values. The typical VTC of a realistic nMOS inverter is shown in Fig. 5.4. Upon
- examination, we can identify a number of important properties of this DC transfer
 characteristic.
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Vi Vin Vi Von

Figure 5.4.  Typical voltage transfer characteristic (VTC) of a realistic nMOS inverter.

The general shape of the VTC in Fig. 5.4 is qualitatively similar to that of the ideal
inverter transfer characteristic shown in Fi g.5.2. There are, however, several significant
differences that deserve special attention. For very low input voltage levels, the output
voltage V_  is equal to the high value of Vo (output high voltage). In this case, the driver
nMOS transistor is in cut-off, and hence, does not conduct any current. Consequently, the
voltage drop across the load device is very small in magnitude, and the output voltage
level is high. As the input voltage \n InCreases, the driver transistor starts conducting a
certain drain current, and the output voltage eventually starts to decrease. Notice that this
dropin the output voltage level does not occur abruptly, such as the vertical drop assumed
for the ideal inverter VTC, but rather gradually and with a finite slope. We identify two
critical voltage points on this curve, where the slope of the V,..(V,,) characteristic
becomes equal to -1, i.e.,

dVout =-1

2, 5.2)

The smaller input voltage value satisfying this condition is called the input low voltage
Vi1, and the larger input voltage satisfying this condition is called the input high voltage
V- Both of these voltages play significant roles in determining the noise margins of the
inverter circuit, as we will discuss in the following sections. The physical justification for
selecting these voltage points will also be examined in the context of noise immunity.
As the input voltage is further increased, the output voltage continues to drop and
reaches a value of V,,, (output low voltage) when the input voltage is equal to V. The




inverter threshold voltage V,,» which is considered as the transition voltage, is defined as
the point where V= V,.on the VTC. Thus, a total of five critical voltages, Vo Lo Vo w Vi
Vi and V,,, characterize the DC input-output voltage behavior of the inverter circuit. The

functional definitions for the first four of these critical voltages are given below.

Voy: Maximum output voltage when the output level is logic "1"
Vor:  Minimum output voltage when the output level is logic "0"
Vip: Maximum input voltage which can be interpreted as logic "0"
Vigy+  Minimum input voltage which can be interpreted as logic "1"

These definitions obviously imply that logic levels in digital circuits are not
represented by quantized voltage values, but rather by voltage ranges corresponding to
these logic levels. According to the definitions above, any input voltage level between the
- lowest available voltage in the system (usually the ground potential) and V), is interpreted

as a logic "0" input, while any input voltage level between the highest available voltage
inthe system (usually the power supply voltage) and V,, is interpreted as alogic "1" input.
Any output voltage level between the lowest available voltage in the system and V, is
-interpreted as a logic "0" output, while any output voltage level between the highest
available voltage in the system and V,,, is interpreted as alogic "1" output. These voltage
ranges are also shown on the inverter voltage transfer characteristic shown in Fig. 5.4,
The ability of an inverter to interpret an input signal within a voltage range as either
alogic "0" or as a logic "1" allows digital circuits to operate with a certain tolerance to
external signal perturbations. This tolerance to variations in the signal level is especially
valuable in environments in which circuit noise can significantly corrupt the signals. Here
the circuit noise corresponds to unwanted signals that are coupled to some part of the
circuit from neighboring lines (usually interconnection lines) by capacitive or inductive
coupling, or from outside of the system. The result of this interference is that the signal
level at one end of an interconnection line may be significantly different from the signal
level at the other end.

Maximum . Minimum
allowable allowable
voltage: voltage:
Vou Vou Vie Von Vin Vo

PR EE——, )

PR SR o )
PO S o )

]
1]
]
[}
i
i
1
1
1
T
I
I
'

7 7

Noise Noise

Figure 5.5. Propagation of digital signals under the influence of noise.
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inverter threshold voltage V,,, which is considered as the transition voltage, is defined as
the point where V,, =V, on the VTC. Thus, a total of five critical voltages, Vou Yo Virr
Vg and V,,, characterize the DC input-output voltage behavior of the inverter circuit. The

functional definitions for the first four of these critical voltages are given below.

Vog: Maximum output voltage when the output level is logic "1"
Voo: Minimum output voltage when the output level is logic "0"
Vit Maximum input voltage which can be interpreted as logic "0"
Viy+  Minimum input voltage which can be interpreted as logic "1"

These definitions obviously imply that logic levels in digital circuits are not
represented by quantized voltage values, but rather by voltage ranges corresponding to
- theselogiclevels. According to the definitions above, any input voltage level between the
~ lowestavailable voltage in the system (usually the ground potential) and V, is interpreted
- as alogic "0" input, while any input voltage level between the highest available voltage

inthe system (usually the power supply voltage) and V,, is interpreted as alogic "1" input.
Any output voltage level between the lowest available voltage in the system and VoL 18
-interpreted as a logic "0" output, while any output voltage level between the highest
available voltage inthe system and V,is interpreted as a logic "1" output. These voltage
ranges are also shown on the inverter voltage transfer characteristic shown in Fig. 5.4.
The ability of an inverter to interpret an input signal within a voltage range as either
a logic "0" or as a logic "1" allows digital circuits to operate with a certain tolerance to
external signal perturbations. This tolerance to variations in the signal level is especially
valuable in environments in which circuit noise cansignificantly corrupt the signals. Here
the circuit noise corresponds to unwanted signals that are coupled to some part of the
circuit from neighboring lines (usually interconnection lines) by capacitive or inductive
coupling, or from outside of the system. The result of this interference is that the signal
level at one end of an interconnection line may be significantly different from the signal
level at the other end. :

Maximum . Minimum
allowable allowable
voltage: ) voltage:
Vou VoL Vi Vou ViH VoL

[ FY o

] 1 ]
1 1 [}
E i i
Interconnect | i Interconnect !
1 1 1
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! ! ;

7

Noise Noise
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Figure 5.5. Propagation of digital signals under the influence of noise.
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Noise Immunity and Noise Margins

To illustrate the effect of noise on the circuit reliability, we will consider the circuit
consisting of three cascaded inverters, as shown in Fig. 5.5. Assume that all inverters are
identical, and that the input voltage of the first inverter is equal to V,,, i.e., a logic "1."
By definition, the output voltage of the first inverter will be equal to V,, corresponding
to alogic "0" level. Now, this output signal is being transmitted to the next inverter input
via an interconnect, which could be a metal or polysilicon line connecting the two gates.
Since on-chip interconnects are generally prone to signal noise, the output signal of the
first inverter will be perturbed during transmission. Consequently, the voltage level at the
input of the second inverter will be either larger or smaller than V. If the input voltage
of the second inverter is smaller than V,,, this signal will be interpreted correctly as a
logic "0" input by the second inverter. On the other hand, if the input voltage becomes
larger than V,; as aresult of noise, then it may not be interpreted correctly by the inverter.
Thus, we conclude that V;; is the maximum allowable voltage at the input of the second
inverter, which is low enough to ensure a logic "1" output.

Now consider the signal transmission from the output of the second inverter to the
input of the third inverter, assuming that the second inverter produces an output voltage
level of V. As in the previous case, this output signal will be perturbed because of noise
1nterference and the voltage level at the input of the third inverter will be different from

g If the input voltage of the third inverter is larger than V. this signal will be
1nterpreted correctly as a logic "1" input by the third inverter. If the voltage level drops
below V,, due to noise, however, the input cannot be interpreted as a logic "1."
Consequently, V,, is the minimum allowable voltage at the 1nput of the third inverter
which is high enough to ensure a logic "0" output.

- These observations lead us to the definition of noise tolerances for digital circuits,
called noise margins and denoted by NM. The noise immunity of the circuitincreases with
NM. Two noise margins will be defined: the noise margin for low signal levels (NM,).and
the noise margin for high signal levels (NM ).

NML = ‘/IL - VOL (53)
NMy =Vou = Vin (5.4)

Figure 5.6 shows a graphical illustration of the noise margins. Here, the shaded areas
indicate the valid regions of the input and output voltages, and the noise margins are
shown as the amount of variation in the signal levels that can be allowed while the signal
is transmitted from the output of one gate to the input of the next gate.

The selection of the two critical voltage points, V,; and V,,, using the slope condition
(5.2) can now be justified based on noise considerations. We know that the output voltage
V. of an inverter under noise-free, steady-state conditions is a nonlinear function of the

input voltage, V,,. The shape of this function is described by the voltage transfer
characteristic (VTC)

Vo = f(Vin) SN



Vin : Vout

Transition
. Region .

Figure 5.6.  Definition of noise margins NM , and NM,,. Note that the shaded regions indicate
valid high and low levels for the input and output signals.

If the input signal is perturbed from its nominal value because of external influences, such
as noise, the output voltage will also deviate from its nominal level. Here, AV, e
represents the voltage perturbation that is assumed to affect the input voltage of the

inverter.’
V;)ut’=f(v;n + AVnoise) (56)

"By using a simple first-order Taylor series expansion and by neglecting higher-order
terms, we can express the perturbed output voltage V_ ' as follows:

) + _‘fl‘:;"’ AV, ;e +higher order terms (neglected) (6.7

in

Vo' = £ (Vin

3 Notice that here, f(V,,) represents the nominal (non-perturbed) output signal, and the term

( dv,,/dv, ) represents the voltage gain of the inverter at the nominal input voltage value
V.- Thus, the equation (5.7) can also be expressed as:

'

Perturbed Output = Nominal Output + Gain X External Perturbation (5.8)

If the magnitude of the voltage gain at the nominal input voltage V, , is smaller than unity,
then the input perturbation-is not amplified and, consequently, the output perturbation
remains relatively small. Otherwise, with the voltage gain larger than unity, a small
' perturbation in the input voltage level will cause a rather large perturbation in the output

1
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voltage. Hence, we define the boundaries of the valid input signal regions as the voltage
points where the magnitude of the inverter voltage gain is equal to unity.

Finally, note that there is a voltage range between V,; and V,, (Fig. 5.6), correspond- |
ing to input voltage values that may not be processed correctly either as a logic "0" input
or as a logic "1" input by the inverter. This region is called the uncertain region or,
alternatively, the transition region. Ideally, the slope of the voltage transfer characteristic
should be very large between V;; and V,H, because a narrow uncertain (transition) region
obviously allows for larger noise margins. We will see that reducing the width of the
uncertain region is one of the most important design objectives.

The preceding discussion of inverter static (DC) characteristics shows that the shape
of the VTC in general and the noise immunity properties, in particular, are very
significant criteria that ultimately dictate the design priorities. For any inverter circuit,
the five critical voltage points Vov VOH, Vi Vygp and V,, fully determine the DC input-
output voltage behavior, the noise margins, and the width and location of the transition
region. Accurate estimation of these critical voltage points for different inverter designs
will be an important task throughout this chapter.

Power and Area Considerations

In addition to these concerns, we can identify two other issues that play significant roles
in inverter design: power consumption and the chip area occupied by the inverter circuit.

- About one million logic gates can be accommodated on a very large scale integrated

(VLSI) chip using 0.5 um MOS technology, and the circuit density is expected to increase
even further in future-generation chips. Since each gate on the chip dissipates power and
thus generates heat, the removal of this thermal energy, i.e., cooling of the chip, becomes
an essential and usually very expensive task. Note that the junction temperature is given
as T] =T, + © P, where T, is the ambient temperature, @ is the thermal resistance, and
P is the amount of power dissipated. Also, most portable systems, such as cellular
communication devices and laptop and palmtop computers, operate from a limited power
supply, and the extension of battery-based operation time is a significant design goal.
Therefore, it is very important to reduce the amount of power dissipated by the circuit in
both DC and dynamic operation.

The DC power dissipation of an inverter circuit can be calculated as the product of
its power supply voltage and the amount of current drawn from the power supply during .
steady state.

PDC =VDD'IDC ' (5-9)

Notice that the DC current drawn by the inverter circuit may vary depending on the input
and output voltage levels. Assuming that the input voltage level corresponds to logic "0"
during 50% of the operation time and to logic "1" during the other 50%, the overall DC
power consumption of the circuit can be estimated as follows:

Poc =-‘%2--‘[1,,C(v,.,, =low)+Ipc(V;, =high)] (5.10)



3

. Itwill be seen in the following sections that the DC power dissipation of different inverter
designs varies significantly from each other, and that these differences may become a
very important factor in the selection of a particular circuit type, e.g., CMOS vs.
depletion-load NMOS, for a given design task.

* Toreduce the chip area occupied by the inverter circuit, it is necessary to reduce the
area of the MOS transistors used in the circuit. As a practical measure, we use the gate
area of the MOS transistor, i.e., the product of W and L. Thus, an MOS transistor has
minimum area when both of the gate (channel) dimensions are made as small as possible
within the constraints of the particular technology. It follows that the ratio of the gate
width to gate length (W/L) should also be as close to unity as possible, in order to achieve
. minimum transistor area. This requirement, however, usually contradicts other design
criteria, such-as the noise margins, the output current driving capability, and the dynamic
switching speed. We will observe in the following sections that the design of inverter
circuits involves a detailed consideration and a trade-off of these criteria.

Our examination of different MOS inverter structures will begin with the resistive-
load MOS inverter. The analysis of this simple circuit will help illustrate some of the basic
. aspects encountered in inverter design. We will briefly examine the nMOS depletion-
load inverter to explore the basic characteristics of active-load digital circuits, and then
devote most of our attention throughout the remainder of this chapter to the CMOS
inverter.

0 +
l | Vou= Vos
D

+ o—]
Vin=Vas

1

Figure 5.7. Resistive-load inverter circuit.

3 5.2. Resistive-Load inverter

The basic structure of the resistive-load inverter circuit is shown in Fig. 5.7. As in the
general inverter circuit already examined in Fig. 5.3, an enhancement-type nMOS
transistor acts as the driver device. The load consists of a simple linear resistor, R;. The
power supply voltage of this circuit is V. Since the following analysis concentrates on
the static behavior of the circuit, the output load capacitance is not shown in this figure.
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As already noted in Section 5.1, the drain current I, of the driver MOSFET is equal
to the load current I, in DC steady-state operation. To simplify the calculations, the
channel-length modulation effect will be neglected in the following, i.e., A=0. Also, note
that the source and the substrate terminals of the driver transistor are both connected to
the ground; hence, V, = 0. Consequently, the threshold voltage of the driver transistor
is always equal to V,,,. We start our analysis by identifying the various operating reglons
of the driver trans1stor under steady-state conditions.

For input voltages smaller than the threshold voltage Vy,, the transistor is in cut-off,
and does not conduct any drain current. Since the voltage drop across the load resistor is
equal to zero, the output voltage must be equal to the power supply voltage, V. As the
input voltage is increased beyond V., the driver transistor starts conducting a nonzero
drain current. Note that the driver MOSFET is initially in saturation, since its drain-to-
source voltage. (Vo =V, ) is larger than (V, — V). Thus,

out

k
IR='?n'(Vin"VTo)2 (5.11)

. With increasing input voltage, the drain current of the driver also increases, and the output

voltage V,, starts to drop. Eventually, for input voltages larger than V0m+ Vo the driver
transistor enters the linear operation region. At larger input voltages, the transistor

remains in linear mode, as the output voltage continues to decrease.

Iy ’_ [2 VTO) Vour _Voutz] ‘ (5.12)

' The various operating regions of the driver transistor and the corresponding input-output

conditions are listed in the following table.

Input Voltage Range | Operating Mode
Vin <Vro cut-off

Vro SV, <V, + Vpo | saturation

Vin 2 V,,u, + Vro linear

Table 5.1.  Operating regions of the driver transistor in the resistive-load inverter.

Figure 5.8 shows the voltage transfer characteristic of a typical resistive-load inverter
circuit, indicating the operating modes of the driver transistor and the critical voltage

~ points on the VTC. Now, we start with the calculation of the five critical voltage pomts,

which determlne the steady-state input-output behav10r of the inverter.



Von=Vpp -

5
VDD=5V
VTO=1V '

4 r ky =40 x 105 AN2

R =10kQ

Output Voltage (V)
(]
[

1 L
A :
VoL \ ‘1 O—
L3 LNt L ot
0 1 2 3 4 5 6 j
V1o Vou
Input Voltage (V)

Figure 5.8.  Typical VTC of aresistive-load inverter circuit. Important design parameters of the
circuit are shown in the inset.

Calculation of Vou

First, we note that the output voltage V. 18 given by
Vou =Vpp — Ry - I . (5.13)

When the input voltage V, is low, i.e., smaller than the threshold voltage of the driver
MOSFET, the driver transistor is cut-off. Since the drain current of the driver transistor
is equal to the load current, I, = I, = 0. It follows that the output voltage of the inverter

under these conditions is:

VOH.:VDD (5.14)
Calculation of V,,,

To calculate the output low voltage Vo1 We assume that the input voltage is eqilal to Vi

ie,V,=V,y=Vpp Since V, -V > V., in this case, the driver transistor operates in

the linear region. Also note that the load current I is
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Voo -V,
1R=D—DRL—"“—' (5.15)

Using KCL for the output node, i.e., I, = I, we can write the following equation:

Vop —V, k
—DDR oL ='§"[2'(VDD—VTO)'VOL—VOLZ] (5.16)
L ‘

This equation yields a simple quadratic in V,,;, which is solved to find the value of the
output low voltage.

\

1 2
2 -
Vou —2'(VDD—VT0+k RLJ'VOL"'k R “Vpp=0 (5.17)

n n ‘L

Note that of the two possible solutions of (5.17), we must choose the one that is physically
correct, i.e., the value of the output low voltage must be between 0 and V.. The solution
of (5.17) is given below. It can be seen that the product (k, R,) is one of the important
design parameters that determine the value of V.

2
1 1 2V,
Vo =V = Vo e | Vinpy = Vg e | =Bl
oL =Vpp = Vro % R, \/( pp ~ Vro k RL) kR, (5.18)

Calculation of V;,

" By definition, V. is the smaller of the two input voltage values at which the slope of the

VTC becomes equal to (~1), i.e.,dV,,/dV, =~ 1. Simple inspection of Fig. 5.8 shows

out

that when the input is equal to V,, the output voltage (V) is only slightly smaller than

- Vo Consequently, V>V, — Vo, and the driver transistor operates in saturation. We

start our analysis by writing the KCL for the output node.

VDD - Vout = k

R, —Z'L( in"VTo)2 | 5.19)

To satisfy the derivative condition, we differentiate both sides of (5.19) with respect to
V,,» which results in the following equation:

_E.W=kn (Vin=Vro) (5.20)




Since the derivative of the output voltage with respect to the input voltage is equal to
 (-1) at V;;, we can substitute dV_ /dV, =~ 1in (5.20).

1
'R—'(_l)=k" (Vi = Vro) (5.21)
L

| Solving (5.21) for V,,, we obtain

Vi =Vpg +—
L=Vro k, R, (5.22)

The value of the output voltage when the input is equal to V,, can also be found by
substituting (5.22) into (5.19), as follows:

2
k R 1
Vour(Vin=Vi)  =Vpp- "2L‘(Vro+k R _VTOJ
n “‘L

1 (5.23)
2k, R,

=Vop—

Calculation of V,,

| V), is the larger of the two voltage points on VTC at which the slope is equal to(-1). It
can be seen from Fig. 5.8 that when the input voltage is equal to V,H, the output voltage
Vm is only slightly larger than the output low voltage V,, .- Hence, Vot < Vip — Vo and
b the driver transistor operates in the linear region. The KCL equation for the output node

. is given below.

Voo ~Vou _ky |
DDR out = [2 (V -Vro ) Vour — sz] v (5.24)
L

~ Differentiating both sides of (5.24) with respect to V,,» we obtain

1 dv, &, dv, dav,
B ELALT ——-[2 (Vi = Vro)- 2 Vou =2 Vo d‘g‘;‘] (5.25)

‘ Next, we can substitute dV ,/dV, =-1into (5. 25), since the slope of the VTC is equal
'; to(-1)alsoatV, =V, '

\
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1

—==(-1)=k, - [Vm-Vro 1)+2V,,] (5.26)
’ L

Solving (5.26) for V,, yields the following expression.

1 ,
Vi =Vro+2V,, - k R, (5.27)

Thus, we obtain two algebraic equations, (5.24) and (5.27), for two unknowns, V,,and
Vom To determine the unknown variables, we substltute (5.27) into the current equatlon

given by (5.24) above.

Voo =Vour _k : 1 2
R = —7"' 2 Vro +2 Vo, - m?;"vro “Vour = Vou (5:28)

The positive solution of this second-order equatlon gives the output voltage V, , when the

input is equal to V,
2V
Vou (Vin = Vm)=1/; N3 (529

Finally, V,, can be found by substituting (5.29) into (5.27), as follows. k

8 V, 1
Vier = Vo + ’_.__DD______
H= VY710 T4f3 LR, Kk R, (5.30)

The four critical voltage points Voo Vo V,L, V,; can now be used to determine the noise
margins, NM,; and NM,, of the resistive-load 1nverter circuit. In addition to these voltage
points, which characterize the static input-output behavior, the inverter threshold voltage
V,, may also be calculated in a straightforward manner. Note that the driver transistor
operates in saturation mode at this point. Thus, the inverter threshold voltage can be found
simply by substltutmg Vin=V .=V, into (5.19), and by solving the resulting quadratic
for V,,.

It can be seen from the preceding discussion that the term (k, R ) plays an 1mportant
role in determining the shape of the voltage transfer characterlstlc, and that it appears as
a critical parameter in expressions for Vo (5.18), V), (5.22), and V;, (5.30). Assuming
that parameters such as the power supply voltage V,,, and the driver MOSFET threshold
voltage Vi, are dictated by system- and processing-related constraints, the term (k, R))
remains as the only design parameter which can be adjusted by the circuit des1gner to
achieve certain design goals.




Output Voltage (V)
w

Input Voltage (V)

- Figure 5.9. Voltage transfer charactenstlcs of the resistive-load inverter, for different values
of the parameter (k, R, ).

The output high voltage V,,,, is determined primarily by the power supply voltage, V,

- Among the other three critical voltage points, the adjustment of V,, receives prlmary
 attention, while V;, and V,, are usually treated as secondary design variables. Figure 5.9
- shows the VTC of a resistive-load inverter for different values of (k, R,). Note that for
larger (k, R;) values, the output low voltage V,,, becomes smaller and that the shape of
- the VTC approaches that of the ideal inverter, w1th very large transition slope. Achieving
larger (k, R, ) values in a design, however, may involve other trade-offs with the area and
- the power consumption of the circuit.

. Power Consumption and Chip Area

The average DC power consumption of the resistive-load inverter circuit is found by
considering two cases, Vin= Vo (low) and V, = V,, (high). When the input voltage is
" equal to V,,, the driver transxstor is in cut-off. Consequently, there is no steady-state
current flow in the circuit (I, = I, = 0), and the DC power dissipation is equal to zero.
' When the input voltage is equal to Von» on the other hand, both the driver MOSFET and
- the load resistor conduct a nonzero current. Since the output voltage in this case is equal

- to V,,, the current drawn from the power supply can be found as
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» Vo, -V,
ID=IR=%L0L . (531

Assuming that the input voltage is "low" during 50% of the operatlon time, and "high"
during the remaining 50%, the average DC power consumption of the inverter can be
estimated as follows: :

Voo Vop—V ’
Ppc(average)=—22. %’L ‘ (5.32)
L
——
Example 5.1

Consider the following inverter design problem: Given V pp=35V,k,'=30 uA/V2, and
Vip=1V,designaresistive-load inverter circuit with Vo, =02 V. Specifically, determine
the (WIL) ratio of the driver transistor and the value of the load resistor R, that achleve ,
the required V,,

In order to satisfy the design specification on the output low voltage V or» We start our
design by writing the relevant current equation. Note that the driver transistor is operating
in the linear region when the output voltage is equal to V, o and the input voltage is equal
to Vou=Vpp '

Assuming V,,, =0.2'V and using the given valués for the power supply voltage, the driver
threshold voltage and the driver transconductance k,', we obtain the following equation:

el -6
32020_30x107 W (5.4.0.20-0.202)
R, 2 L

This equation can be rewritten as:

%- R, =2.05x10° Q

Atthis point, we recognize that the designer has a choice of different (W/L) and R, values,

all of which satisfy the given design specification, VoL =0.2 V. The selection of the pair
of values to use for (W/L) and R, in the final des1gn ultimately depends on other !
considerations, such as the power consumptlon of the circuit and the silicon area. The !




table below lists some of the design possibilities, along with the average DC power
I consumption estimated for each design.

( W) Rati Load Resistor | DC Power Consumption
atio
R, [kﬂ] Iy DC,average [“’W]
1 205.0 58.5
2 102.5 - 1171
3 68.4 175.4
4 513 2339
5 41.0 292.7
6 34.2 350.8

It is seen that the power consumption increases significantly as the value of the load
 resistor R, is decreased, and the (W/L) ratio is increased. If lowering the DC power
. consumption is the overriding concern, we may choose a small (W/L) ratio and a large
load resistor. On the other hand, if the fabrication of the large load resistor requires a large

‘l‘f silicon area, a clear trade-off exists between the DC power d1ss1pat10n and the area’

L occupied by the inverter circuit.

N

The chip area occupied by the resistive-load inverter circuit depends on two
| parameters, the (W/L) ratio of the driver transistor and the value of the resistor R .- The
i area of the driver transistor can be approximated by the gate area, (WX L). Assuming that
b the gate length L is kept at its smallest possible value for the given technology, the gate
5? area will be proportional to the (W/L) ratio of the transistor. The resistor area, on the other
- hand, depends very strongly on the technology which is used to fabricate the resistor on
* the chip.
We will briefly consider two possibilities for fabrlcatmg resistors using the standard
L MOS process: diffused resistor and polysilicon (undoped) resistor. The diffused resistor
j is fabricated, as the name implies, as an isolated n-type (or p-type) diffusion region with
I one contact on each end. The resistance is determined by the doping density of the
i diffusion region and the dimensions, i.e., the length-to-width ratio, of the resistor.
| Practical values of the diffusion-region sheet resistance range between 20 to 100 Q/

| square. Consequently, very large length-to-width ratios would be required to achieve -

. resistor values on the order of tens to hundreds of kQ.

1 The placement of these resistor structures on chip, commonly in a serpentine shape
. for compactness, requires significantly more area than the driver MOSFET, as illustrated
"‘ in Fig. 5.10(a). A resistive inverter with a large diffused load resistor is, therefore, not a
L practical component for VLSI applications.
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Figure 5.10. Sample layout of resistive-load inverter circuits with (a) diffused resistor and (b)
undoped polysilicon resistor.

An alternative approach to save silicon area is to fabricate the load resistor using - ]

undoped polysilicon. In conventional poly-gate MOS technology, the polysilicon struc-
tures forming the gates of transistors and the interconnect lines are heavily doped in order
to reduce resistivity. The sheet resistivity of doped polysilicon interconnects and gates
is about 20 to 40 Q/square. If sections of the polysilicon are masked off from this doping
step, on the other hand, the resulting undoped polysilicon layer has a very high sheet
resistivity, in the order of 10 M/square. Thus, very compact and very high-valued
resistors can be fabricated using undoped poly layers (Fig. 5.10(b)). One drawback of this
approach is that the resistance value can not be controlled very accurately, which results
in large variations of the VTC. Consequently, resistive-load inverters with undoped poly
resistors are not commonly used in logic gate circuits where certain design criteria, such
as noise margins, are expected to be met. Simple inverter structures with large, undoped
poly load resistors are used primarily in low-power Static Random Access Memory

- (SRAM) cells, where the primary emphasis is on the reduction of steady-state (DC)

power consumption, and the operation of the memory circuit is not significantly affected
by the variations of the inverter VTCs. This issue will be discussed in further detail in
Chapter 10. :

Example 5.2

Consider a resistive-load inverter circuit with V,,=5V, k,'=20 MA/V?, Vo= 0.8V,R,
=200 kQ, and W/L = 2. Calculate the critical voltages (V,,, Vop» Vo Vi) on the VTC
and find the noise margins of the circuit.



-~

| When the i input voltage is low, i.e., when the driver nMOS transistor is cut-off, the output
.. high voltage can be found as

VOH=VDb;5 v

| Note that in this resistive-load inverter example, the transconductance of the driver
transistor is k, = k,' (W/L) = 40 MA/V? and, hence, k,R,)=8 \'/'1._- :

1, The output low voltage V), is calculated by using (5.18): -

. > Ny
bt Vop = Vro + : ~2Vep
kn RL kn RL kn RL

2
=5—0.8+l—v(5—0.8+—1-) _2s
8 '8) 8

Voo  =Vop—Vro

=0.147V

i~ The critical voltage V}, is found using (5.22), as follows.

L _o0s+l=0925V
R 3

n ‘L

Vie=Vro +

3 Finally, the critical voltage V;,, can be calculated by using (SiSQ); -

Now, the noise margins can be found, according to (5.3) and (5.4)‘.
NM, = Vi = Vo, =0 93-0.15=0.78 V

NM,, =V — Vi =5.0-1.97=3.03 V

| At this point, we can comment on the quality of this particular inverter design for DC
f operation. Notice that the noise margin NM, found here is quite low, and it may eventually
- lead to misinterpretation of input signal levels. For better noise immunity, the noise
i margin for "low" signals should be at least about 25% of the power supply voltage
L ie., about 1.25 V.

VDD’
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5.3. Inverters with n-Type MOSFET Load

The simple resistive-load inverter circuit examined in the previous section is not a
suitable candidate for most digital VLSI system applications, primarily because of the
large area occupied by the load resistor. Inthis section, we will introduce inverter citcuits,
which use an nMOS transistor as the active load device, instead of the linear load resistor.
The main advantage of using a MOSFET as the load device is that the silicon area
occupied by the transistor is usually smaller than that occupied by a comparable resistive
load. Moreover, inverter circuits with active loads can be designed to have better overall
performance compared to that of passive-load inverters. In a chronological view, the
development of inverters with an enhancement-type MOSFET load precedes other
active-load inverter types, since its fabrication process was perfected earlier.

Enhancement-Load nMOS Inverter

The circuit configurations of two inverters with enhancement-type load devices are
shown in Fig. 5.11. Depending on the bias voltage applied to its gate terminal, the load
transistor can be operated either in the saturation region or in the linear region. Both types
of inverters have some distinct advantages and disadvantages from the circuit design
point of view. The saturated enhancement-load inverter shown in Fig. 5.11(a) requires a
single voltage supply and a relatively simple fabrication process, yet the V,, level is
limited to Vi, — VT, 1oaa~ The load device of the inverter circuit shown in Fig. 5.11(b), on
the other hand, is always biased in the linear region. Thus, the V,,,, level is equal to Voo
resulting in higher noise margins compared to saturated enhancement-load inverter. The
most significant drawback of this configuration is the use of two separate power supply
voltages. In addition, both types of inverter circuits shown in Fig. 5.11 suffer from
relatively high stand-by (DC) power dissipation; hence, enhancement-load nMOS
inverters are not used in any large-scale digital applications.

=]

. + i
Vassoad ™ Yosioad l L

- —0 + ———0 +

l I Vou = Vosdiver
+ ,,__| M

in = Vas diver

Vou = Vos.drver

v

L

(@ ()

Figure 5.11. (a) Inverter circuit with saturated enhancement-type nMOS load. (b) Inverter with
linear enhancement-type load. :




Depletion-Load nMOS Inverter

~ Several of the disadvantages of the enhancement-type load inverter can be avoided by
using a depletion-type nMOS transistor as the load device. The fabrication process for
producing an inverter with an enhancement-type nMOS driver and a depletion-type
nMOS load is slightly more complicated and requires additional processing steps,
especially for the channel implant to adjust the threshold voltage of the load device. The
resulting improvement of circuit performance and integration possibilities, however,
easily justify the additional processing effort required for the fabrication of depletion-
load inverters. The immediate advantages of implementing this circuit configuration are:
(i) sharp. VTC transition and better noise margins, (ii) single power supply, and (iii)
smaller overall layout area.

" DD

.- & nonlinear
' resistor

<

asjond = 0 - ! o v
* ¢ I Vou = Vos arver out

; © nonideal
. . \7. ............. > switch

Vin= Vasdriver

(a) ‘ (b)

: Figure 5.12. (a) Inverter circuit with depletion-type nMOS load. (b) Simplified equivalent
circuit consisting of a nonlinear load resistor and a nonideal switch controlled by the input.

3 The circuit diagram of the depletion-load inverter circuitis showninFig. 5.12(a), and
" a simplified view of the circuit consisting of a nonlinear load resistor and a nonideal
- switch (driver) inshown inFig. 5.12(b). The driver device is an enhancement-type nMOS
' transistor, with Vi, .. >0, whereas the load is a depletion-type nMOS transistor, with
V10,1000 < 0- The current-voltage equations to be used for the depletion-type load transistor
-~ are identical to those of the enhancement-type device, with the exception of the negative
 threshold voltage (cf. Section 3.3). The gate and the source nodes of the load transistor
- are connected, hence, V65,1000 = 0 always. Since the threshold voltage of the depletion-
- type load is negative, the condition Vésioad > Vr10aa 18 satisfied, and the load device
- always has a conducting channel regardless of the input and output voltage levels. Also
.~ note that both the driver transistor and the load transistor are built on the same p-type
-~ substrate, which is connected to the ground. Consequently, the load device is subject to
' the substrate-bias effect, so that its threshold voltage is a function of its source-to-

- substrate voltage, Vgp, =V _ .
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V1, 10aa = V1o, toad+Y(\/|2¢F|+ out ‘\/|2¢F|) (5.33)

The operating mode of the load transistor is determined by the output voltage level. When
the output voltage is small, i.e., when Vou < Vpp + VT load» the load transistor is in
saturation. Note that this condition corresponds to Ds,toad > VGs,j0ad= V1 10asr ThED, the

load current is given by the following equation.

kn,load . [__

ck ’
ID,load = VT,load(Vout )]2 = n,;oad 'IVT,load(Vout )|2 o (534)

For larger output voltage levels, i.e., for V>V, + VT 1oaq» the depletion-type load
trans1stor operates in the lmear region. The load current in this case is

k .
ID,load=%'[2|VT,load(Vout)I'(VDD Vo)~ (Vop ~ Vout)] (5.35)

The voltage transfer characteristic (VTC) of this inverter can be constructed by setting

ID driver — ID load’ VGS driver — Vm’ and VDS driver = ¥ oup’ and by SOIVIHg the correspondmg
current equations for V = f(V ). Figure 5.13 shows the VTC of a typical depletion-load

inverter, with k"’ driver = " load *

6 |
/ Vou
50 Vpp=5V
> 4 b V70 driver=1V
g’ V70 load == 3V
;: s [ K,'= 40 pANZ
é‘ - kr=Karver/Kioag) =5
(o] s [
1 E
- Vi Vin
Vg" ‘ . \i TN . .

Input Voltage (V)

Figure 5.13, Typical VTC of a depletion-load inverter circuit.




Next we will consider the critical voltage points Vow Yor» Vi» and V, for this inverter 163
l circuit. The operating regions and the voltage levels of the driver and the load transistors -
i at these critical points are listed below. . MOS Inverters:

Static
‘ Characteristics
Vin | Vou | Driveroperatingregion | Load operating region
Voo | You cut-off linear
Vi | =Vou saturation linear
Vi | small linear saturation
Vou | Vo linear * saturation

Calculation of V

i When the input voltage V,, is smaller than the driver threshold voltage Vo the driver
transistor is turned off and does not conduct any drain current. Consequently, the load
. device, which operates in the linear region, also has zero drain current. Substituting Vou

(  for V_, in (5.35), and letting the load current ID 1oaq = 0> We obtain

k , |
= ”’;’“‘i ~ [2 |VT,load(VOH‘)| (Voo = Vo) =(Voo - VOH,)2]= 0 (5.36)

I D,load —

The only valid solution in the linear regionis V,, =V,
;v Calculation of V
To calculate the output low voltage V,,,, we assume that the input voltage V,, of the

.inverter is equal to Vou=VYop Note thatin this case, the driver transistor operates in the
| ‘linear region while the depletion-type load is in saturation.

Keriver |- A ’ X
d';ver ' [2 ’ (VOH - VTO) ' VOL - V02L] = l;ad ' [" VT,load (VOL )]2 (5.37)

This second-order equation in V. can be solved by temporarily neglecting the depen-
| dence of V, ,onV,,, as follows

Vor=Von = Vro - \/( Vou =Vro)’ _(-/;M_) Ve toad (VOL)|2 (5.38)

driver

The actual value of the output low voltage can be found by solving the two equations
i (5.38) and (5.33) using numerical iterations. The iterative method converges rapidly
- because the actual value of V,, is relatively small.
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Calculation of V

By definition, the slope of the VTC is equal to (-1),i.e.,dV_,/dV, = ~1 when the input

out

. voltageis V, = V,;. Note thatin this case, the driver transistor operates in saturation whil